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EVALUATION OF AGING AND MOISTURE DAMAGE POTENTIAL OF WARM MIX ASPHALT INCORPORATING A SYNTHETIC WAX ADDITIVE
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Abstract: This paper presents the effects of a warm mix additive on the moisture damage of warm mix asphalt (WMA). Asphalt mixtures were made using different WMA contents (0, 2 and 3%) at different compaction temperatures. Aging properties were studied from the effects of artificial long-term aging on resilient modulus ($M_R$) and indirect tensile strength (ITS) of WMAs. Moisture damage was investigated in term of tensile strength ratio (TSR) of unaged and aged specimens conditioned in one and three cycles of freezing and thawing. The results showed that the aging significant affected the $M_R$ and ITS of WMA. The additive content increased with air voids but in contrary with the bulk density. Hence, the use of higher additive content can be more beneficial in terms of resilient modulus. Decreasing compaction temperature could significantly decrease the ITS while the TSR of WMA reduced as compaction temperature decreased. From moisture damage tests, the TSR of aged samples was found to be lower than that of unaged samples.

Keywords: WMA, Moisture Damage, Aging, Resilient Modulus, Wax Additive

Introduction

During the construction of transportation amenities and infrastructures, the emission of greenhouse gases into the atmosphere is among the prominent causes of pollution. One of the latest technologies developed in the field of highway engineering, Warm Mix Asphalt (WMA) technology, has numerous benefits that are not connected to greenhouse gas emissions [1-4]. The technology of WMA is also environmentally friendly because it produces asphalt at considerably lower temperatures than Hot Mix Asphalt (HMA). The WMA technology achieved temperature reduction by using additives, which can be classified as chemical additives, organic additives and water-containing foaming additives or processes [5-7]. The basic purpose of adding additives is to strengthen mix workability by reducing the viscosity of the bitumen. Thus, this produces lesser emissions and creates improved working conditions [8-10]. The preservation and protection of both natural and workspace environments are the main objectives in the field of road engineering. Worldwide there is an ever-increasing use of new environmentally friendly materials and
techniques. One of these innovative processes includes WMA [7,11-13]. Such asphalt mixtures, compared to traditional HMA, can be mixed and compacted at lower mixing and compaction temperatures thereby reducing CO₂ and fume emissions and promoting low energy consumption and operative benefits [4-16]. It was reported that the mixing temperatures of WMA ranged from 100°C to 140°C compared to the mixing temperatures of 150°C to 180°C for conventional HMA [17-21].

In this paper, the effects of a new friendly environmental material named RH-WMA on the basic properties of asphalt mixtures were investigated. RH-WMA is a relatively new warm mix additive that was designed to reduce the viscosity of the asphalt binder at elevated temperatures. The ability of WMA additives to decrease the binder viscosity leads to lower production temperatures of asphalt mixtures. Lowering viscosity allows the aggregate to be coated completely by the binder at lower mixing temperatures [11,18-19]. Lower mixing and compaction temperatures can result in incomplete drying of the aggregate. The resulting water trapped in the coated aggregate may cause moisture damage. Hence, the stripping potential of this product needs to be investigated. On the other hand, aging plays a key role in the long-term performance of asphalt mixtures especially when it acts in combination with moisture damage. Therefore, the stiffness properties of the mixture before and after aging conditioning can provide good information about the performance of WMA [20-24]. Thus, this paper compares the volumetric and mechanical properties of WMA containing warn mix additives to traditional mixtures.

Materials and Method

A virgin PG64 asphalt binder used in the mixtures was obtained from Shell Bitumen Company, Singapore. Malaysia was used as the control binder; the physical and rheological properties are shown in Table 1. A wax-based WMA additive called RH-WMA developed in China was used as the warm mix additive [25]. RH-WMA was added into the base binder at 2% and 3% by the total mass of the asphalt binder as recommended by the producer. RH-WMA was blended with the binder at 145°C using an electrical propeller mixer for 30 minutes to ensure uniformity and homogeneity of the binder blend.

Granite as a source of mineral aggregates used in the preparation of all the mixtures was supplied by Kuad Quarry Sdn. Bhd., Penang. Malaysia was used for producing AC14 mixtures based on local specifications.
Table 1: Properties of PG64 binder

<table>
<thead>
<tr>
<th>Aging condition</th>
<th>Test Properties</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original binder</td>
<td>Viscosity at 135°C (Pa.s)</td>
<td>0.425</td>
</tr>
<tr>
<td></td>
<td>Softening point (°C)</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td>Penetration (0.1 mm)</td>
<td>81</td>
</tr>
<tr>
<td></td>
<td>Ductility (cm)</td>
<td>&gt;100</td>
</tr>
<tr>
<td></td>
<td>Flash point (°C)</td>
<td>331</td>
</tr>
<tr>
<td>Short-term aged binder</td>
<td>( G^*/\sin \delta ) at 64°C (Pa)</td>
<td>1486</td>
</tr>
</tbody>
</table>

This aggregate was washed, dried, and sieved according to the proposed aggregate gradation. Table 2 show the engineering properties of the aggregate used.

Table 2: Engineering properties of aggregates used [26]

<table>
<thead>
<tr>
<th>Property</th>
<th>Test result</th>
<th>Test method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarse aggregates bulk density (%)</td>
<td>2.62</td>
<td>AASHTO T85</td>
</tr>
<tr>
<td>Absorption (%)</td>
<td>0.40</td>
<td>AASHTO T85</td>
</tr>
<tr>
<td>Fine aggregates bulk specific gravity</td>
<td>2.57</td>
<td>AASHTO T84</td>
</tr>
<tr>
<td>Flat and elongated (%)</td>
<td>23.3</td>
<td>BS 812-105</td>
</tr>
<tr>
<td>Los Angeles abrasion value (%)</td>
<td>23.86</td>
<td>AASHTO T96</td>
</tr>
<tr>
<td>Aggregate crushing value (%)</td>
<td>19.25</td>
<td>BS 812-110</td>
</tr>
</tbody>
</table>

Different types of fillers have different effects on the performance of asphalt mixtures [27]. This paper was made to prepare asphalt mixtures using a non-conventional filler named Pavement Modifier (PMD) which is locally available in Malaysia. Thus, the secondary aim of this investigation is to examine the effect of this filler as an anti-stripping agent on the performance of asphalt mixtures. PMD is a grayish-black powder mineral filler and it is used as an anti-stripping agent. The addition of approximately 5% of PMD by aggregate weight acts as mineral filler in asphalt mixtures. Fig. 1 shows the RH-WMA and PMD filler used in this paper.

![RH-WMA](image1.jpg)  
![PMD](image2.jpg)

Fig. 1: The warm mix additive and filler used

For the production of fully binder-coated aggregates in the laboratory, the HMA construction temperature was selected at 160°C for the PG64 binder, while the WMA construction temperatures were selected based on laboratory experiences. Table 3 shows the mixing and compaction temperatures of mixtures. RH-WMA mixtures were workable enough to be compacted at selected lower compaction temperatures.

Table 3: Construction temperatures of HMA and WMA

<table>
<thead>
<tr>
<th>RH-WMA (%)</th>
<th>Mixture Type</th>
<th>Construction temperatures (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>HMA</td>
<td>Mixing: 160</td>
</tr>
<tr>
<td>2</td>
<td>WMA</td>
<td>Mixing: 130, 115, 100</td>
</tr>
</tbody>
</table>
For more ease of reference, mixtures were designated according to their mixture type (W for WMA and H for HMA), binder type (64 for PG64 binder), compaction temperatures (125°C, 115°C and 95°C) and RH-WMA content (2% and 3%). Hence, W2RH64C125 denotes the WMAs prepared using a PG64 binder containing 2% RH-WMA, compacted at 125°C.

The volumetric properties of fabricated mixtures were determined based on the bulk-specific gravity, air voids and voids in mineral aggregates. The resilient modulus test and indirect tensile strength test were selected to determine the stiffness properties of the mixture before and after aging conditioning.

The water sensitivity of asphalt mixtures was determined using TSR. Three test specimen sets were prepared and separated. All specimens were compacted to an air void content of 7 ± 1% using a gyratory compactor. The first set of specimens (dry) was left at room temperature for one day and then conditioned at 15°C before the TSR test. The second set of specimens (wet) was left at room temperature for one day and then subjected to one cycle of freeze-thaw. The third set of specimens (wet) was left in the room for 1 day and then subjected to three cycles of freezing-thaw. Indirect tensile strength (ITS) test was conducted on the samples to evaluate the moisture sensitivity of HMAs and WMAs.

Tests were conducted at 15°C using a loading rate of 50 mm/min until failure. A low temperature of 15°C was used because the asphalt mixture becomes brittle under low temperatures and therefore disintegrates easily when subjected to external loads. Thus, the low-temperature condition ensures that asphalt mixtures achieve near-elastic properties [28]. A higher TSR is generally believed to indicate improved resistance to moisture-induced damage. Moisture conditioning was performed in the laboratory to evaluate the effects of accelerated water conditioning through a freeze-thaw cycle on compacted asphalt mixtures. The conditioning of all the compacted samples was performed according to ASTM D4867 (2006) procedures with the only modification of using distilled water with the addition of Na2CO3 at 6.62 gm concentration instead of distilled water. Water with Na2CO3 was used to increase the pH value to enhance the stripping rate/damage inside the asphalt samples. The samples were immersed in the solution and vacuumed for 15 min to achieve saturation levels between 55% and 80% as shown in Fig. 2a. These samples were later exposed to freezing conditions at -18±3°C for 16 hours as shown in Fig. 2b and thawing condition at 60°C for 24 hours as one cycle according to ASTM D4867 (2006) as
shown in Fig. 2c. Three sets of samples including unconditioned, conditioned in one freeze–thaw cycle, and conditioned in three freeze–thaw cycles were separated.
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**Fig. 2:** Moisture conditioning (a) Vacuum saturation (b) freezing cycle (c) Thawing cycle

**Test Results and Discussions**

Several studies have been carried out evaluating the properties of WMA. It has been found that warm mix additives work in different ways either in reducing the viscosity of the binder or improving the workability of the mix at lower temperatures [29]. This section investigates the effects of compaction temperatures on the volumetric properties of WMA containing different amounts of RH-WMA additive. With lower compaction temperatures, WMAs might result in several problems, such as inadequate volumetric properties like higher air voids and lower VFA. Akisetty et al [30] showed that the warm mix processes were effective in improving the volumetric properties of rubberized mixes at a certain range of compaction temperatures.

Fig. 3a shows the relationship between the compaction temperature and bulk-specific gravity of the asphalt concrete mixtures. It is observed that the bulk specific gravity increases with the increase of compaction temperature. This is true for all mixtures containing different RH-WMA content. The increase in temperature decreases the viscosity of the mixture and in turn, facilitates easy compaction.
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(a)
Fig. 3: Relationship between compaction temperature and (a) bulk specific gravity, (b) air voids, (c) voids in mineral aggregates

The relationship between compaction temperature and air voids is shown in Fig. 3b. Fig. 3b clearly shows that the percent air void decreases with increasing compaction temperature. This is also true for all mixes containing different RH-WMA content. The decrease in percent air void with the increase in compaction temperature is due to the lubricating effect of asphalt concrete keeping the viscosity of the binder suitable for compaction.

Fig. 3c shows the relationship between compaction temperature and % VMA. It is noticed that the percent (VMA) decreases with the increase of compaction temperature. The increase in the compaction temperature increases the lubricating effect of the binder due to a decrease in viscosity. This increases its workability and therefore improves the compaction process which in turn decreases the percent air voids and percent voids in mineral aggregates.

Resilient modulus ($M_R$) is used in mechanistic pavement design. It is used as one of the inputs in multi-layered elastic methods and finite elements to evaluate structural pavement response under traffic loading. The resilient behavior of the mixture depends on the binder type, test temperature, aggregate gradation and aging condition.

The relationship between resilient modulus and RH-WMA content for un-aged and aged asphalt mixtures at different compaction and test temperatures are shown in Fig. 4. Results show that compaction temperature, RH-WMA content, and test temperature affect the resilient modulus of asphalt samples. Since higher compaction temperatures have a stiffening effect on the asphalt binder rheology, the resilient modulus of samples fabricated at higher compaction temperatures is greater than those fabricated at lower compaction temperatures. Also, the resilient modulus of samples increases due to aging but reduces
when the test temperature increases. Generally, the resilient modulus of WMA samples is lower than the corresponding values of HMA.

FIG. 4: Resilient modulus results tested at (a) 10°C, (b) at 25°C, (c) at 40°C

ITS test results of un-aged and aged asphalt mixtures are presented in Fig. 5. It can be observed from the figure that HMA mixture has a higher value of ITS than WMA mixture at test temperature of 15°C.

FIG. 5: Indirect Tensile Strength at 15°C

The influence of RH-WMA content, compaction temperature and aging condition on the ITS
are presented in Fig. 6. The results show that there is an insignificant difference in the ITS of WMA samples prepared by employing different RH-WMA content and compacted. The RH-WMA content had limited impact on the ITS of un-aged and aged samples. On the other hand, the ITS of WMA increases with mixing temperatures, regardless of RH-WMA content and aging condition. This is because higher mixing temperatures lead to more aging and stiffen the binder. In addition, the density of the mixture increases as the mixing temperature increases. It also shows that ITS decreases as RH-WMA content increases irrespective of mixing temperature. For all mixtures, the aging of HMA and WMA increases the ITS of the asphalt mixtures.

Fig. 6: Relationship between ITS and RH-WMA content for unaged and aged mixtures

Indirect tensile strength (ITS) of asphalt mixtures indicates their overall strength and their resistance to cracking. ITS results of samples at different moisture conditioning are shown in Fig. 7. From the figures, HMA has higher dry and wet ITS than WMA regardless of RH-WMA content and aging condition. The ITS of WMA compacted at 125°C was comparable to those of HMA (150°C) these ITS of HMAs were higher than the ITS of WMA mixtures compacted at 110°C. This finding indicates that reducing the production temperature of WMA may lead to an increased tendency toward moisture sensitivity. This condition can be partly attributed to the reduced asphalt binder aging. Similar results were obtained for dry and wet ITS. However, a trend is evident in the effect of temperature reduction. In addition, comparing the ITS results shows that as compaction temperature
decreases, the ITS value decreases for both specimens containing 2% and 3%. However, low compaction temperature causes high binder viscosity and results in inadequate compaction [31].

![ITS at different moisture conditioning](image)

**Fig. 7:** ITS at different moisture conditioning

Tensile strength ratio (TSR) is commonly used as one of the indicators of moisture damage potential for asphalt mixtures. TSR of unaged and aged HMA and WMA conditioned by one and three cycles of freeze-thaw are presented in Fig. 8. From the figures, the TSR of aged samples is higher than that of unaged samples. It means that selected laboratory aging conditions could not accelerate moisture damage of samples. For instance, the TSR of aged WMA compacted at 125°C containing 3% of additive after one cycle of freeze-thaw is higher than 80%, while the corresponding value for unaged samples is lower than 80%.

As expected, the effects of three freeze-thaw for reducing TSR is higher than that of one freeze-thaw. This is because of severe moisture damage in three cycles of freeze-thaw as compared to one cycle of freeze-thaw. The TSR of HMA is higher than that of WMA. It means that lower compaction temperatures increase the potential for moisture damage. In most cases, 3% of additive showed lower TSR as compared to 2% additive regardless of compaction temperature and number of moisture conditioning.
Fig. 8: TSR at conditioned by one and three cycles of freeze-thaw

Conclusions
The research work investigated the mechanical and volumetric properties of WMA, in order to evaluate its potential and limits as compared to traditional HMA. The investigation was conducted by analyzing HMA and two WMA’s made with two contents of RH-WMA additive. Based on the findings of the experimental test results, the following conclusions were drawn:

HMA mixtures significantly had higher dry and wet ITS than other mixtures. The test results revealed that reducing the production temperature of WMA may result in increased susceptibility to moisture-induced damage, whereas increasing the wax additive content (2, 3% of the weight of the asphalt binder) negatively affects WMA performance.

The test results indicated that long-term aging improved the moisture resistance of WMA mixtures regardless of WMA additives. The decrease in compaction temperature significantly reduced the ITS.

With respect to water sensitivity results, the addition of a higher amount of synthetic wax did not increase the potential for moisture damage. Moreover, lower mixing temperatures resulted in a decrease in the tensile strength ratio of the mixtures.
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INFLUENCE OF WASTE POLYSTYRENE FOAM ON THE ENGINEERING PROPERTIES OF CONCRETE MADE FROM LOCAL MATERIALS
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Abstract: One of the waste materials currently used in the manufacture of lightweight concrete is polystyrene. However, the effects of this material on most concrete properties have not been studied in Libya. In this paper, experimental data for plain concrete were obtained by replacing natural sand with waste polystyrene foam (WPSF) in volume ratios of 0\%, 10\%, 20\%, and 30\%. The properties of concrete, such as slump, air content, density, water absorption, compressive strength, flexural strength, free shrinkage, and UPV, were determined experimentally. The findings indicate that as the amount of WPSF in the concrete mix increases, the slump, density, compressive strength, and flexural strength as well as the elastic modulus and UPV of the plain concrete decrease. Conversely, an increase in the replacement level of natural sand by WPSF leads to an increase in air content, water absorption, and free shrinkage. Even though the incorporation of WPSF did not enhance most of the established engineering properties of concrete, the results obtained still fall within the acceptable limits for concrete use in all engineering applications. As such, this type of concrete may be suitable for construction applications that require less thermal and acoustic insulation.

Keywords: Plain concrete, Engineering properties, Waste polystyrene foam, Natural sand

Introduction

One of the biggest consumers of raw materials nowadays is the building industry. There must be a significant decrease in the consumption of raw resources if we are to have a sustainable future. For this reason, it is crucial to consider waste reduction and material recycling both during the construction of new structures and during the recycling of demolition materials [1–5].

A very common type of plastic used for packaging is polystyrene. In the case of land filling, it is fundamentally non-biodegradable and takes hundreds of years to degrade, whereas other disposal or treatment options have harmful environmental effects. Polystyrene is made up of 98\% air and only 2\% polystyrene as a result of expandable polystyrene foam processing, and its base material is styrene monomer [6]. Polystyrene foam represents 0.1\% of total municipal solid waste [7]. This material is known to have qualities like sound absorption, high thermal conductivity, and light weight, which
make it an excellent additive to concrete [8]. Recycling and reusing waste materials is seen as the most environmentally friendly solution to the disposal issue. The waste product polystyrene (PS) is one example. A thermoplastic material called polystyrene has the potential to make lightweight concrete by replacing the conventional aggregate in concrete [9]. Low-density concretes needed for building applications can be made with polystyrene aggregate, and it can also be used for other specialized purposes like sub-base material for roads, railway track beds, the construction of floating marine structures and sea fences, energy absorption for the defense of buried military structures, and fenders on offshore oil platforms. Additionally, polystyrene aggregate concrete was shown to be fire-resistant, making it an excellent material for thermal insulation in building construction [10]. The effects of adding different types and dosages of polystyrene foam, both commercial and recycled, on the physical and mechanical properties of Portland cement mortars have been studied previously. These investigations have found that with a high amount of polystyrene foam, it is possible to produce mortars with mechanical properties suitable for use in masonry, rendering, and plaster mortars [11].

The objective of this paper is to determine the slump, water absorption, air content, density, flexural strength, modulus of elasticity, free shrinkage, and compressive strength of plain concrete containing polystyrene foam waste (WPEF) as a partial replacement for fine aggregate in relation to the percentage of polystyrene waste incorporated. In addition, the scope of the study is to compare the mechanical properties of plain concrete with polystyrene foam waste and observe which percentage of replacement is most appropriate in construction applications.

1. Materials and methods

2.1 Materials

The cement used in this investigation was ordinary Portland cement (OPC), complying with the standard LSS-340-09 [12]. Tab water was used, which was obtained from one of the water desalination plants in the city of Al-Khums. According to standard BSI 812-1995 [13], natural sand with a maximum size of 1.2 mm was used as a fine aggregate, and it was collected from Zlitan quarry. The sand has a 2.85 fineness modulus, a 2.6 specific gravity, and a 0.83% water absorption. The coarse aggregate (crushed sedimentary aggregate) of different maximum sizes, viz., 19 mm and 14 mm, was complying with the standard BSI 812-1995 [13], obtained from the quarries of the Al-Alous region located on the outskirts of the city of Al-Khums. The coarse aggregate (gravel) has a specific gravity of 2.75, water absorption of 0.47 % and a bulk density of 1542 kg/m³. Table 1 shows the gradation of fine and coarse aggregates used in this study. Waste polystyrene foam (WPSF) used in this study was
supplied from landfills located in the city of Al-Khums. WPSF had a loss of ignition of 100% and water absorption by immersion after 28 days of between 1.5% and 3% volume. Ground WPSF was obtained by mechanical grinding and sieving after crushing (Fig. 1). 100% of the ground WPSF particles passed through a 2.36 mm sieve, and the specific gravity was 0.025.

**Table 1:** The gradation of used aggregate.

<table>
<thead>
<tr>
<th>Sieve size</th>
<th>Cumulative passing (%)</th>
<th>Natural sand</th>
<th>Coarse aggregate</th>
</tr>
</thead>
<tbody>
<tr>
<td>19 mm</td>
<td>100</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>14 mm</td>
<td>100</td>
<td></td>
<td>56.45</td>
</tr>
<tr>
<td>10 mm</td>
<td>100</td>
<td></td>
<td>36.73</td>
</tr>
<tr>
<td>5 mm</td>
<td>100</td>
<td></td>
<td>1.01</td>
</tr>
<tr>
<td>2.36 mm</td>
<td>100</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>1.18 mm</td>
<td>97.12</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>0.6 mm</td>
<td>86.45</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>0.3 mm</td>
<td>62.14</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>0.15 mm</td>
<td>2.92</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>0.075 mm</td>
<td>0.74</td>
<td></td>
<td>0</td>
</tr>
</tbody>
</table>

**Fig. 1:** Photograph showing the aspect of WPSF.

### 1.2 Mix proportions

In order to produce structural WPTP concrete, natural sand was replaced with WPTP by 10%, 20%, and 30% by volume. The details of mixture proportions are illustrated in Table 2. The standard mixture was one of four concrete mixtures that were developed.

**Table 2:** Mixture proportion.
All the materials were mixed together by adding about half of water while mixing goes on for 1 minute. The remaining water was added to the mixture and continued mixing it for 3 minutes [14]. Fresh concrete tests, i.e., air content and slump tests, were carried out immediately after the completion of the mixing. According to each test for hardened concrete, the concrete mixes were cast into molds, and after the specimens hardened, they were cured at ambient temperature and tested on a specific day.

### 3.3 Test procedure

According to ASTM C185-15 [15], the air content of fresh concrete mix was investigated. This test was conducted on fresh concrete containing different contents of WPSF to determine the percentage of air voids. The concrete slump test is to determine the workability or consistency of the WPSF concrete mix. The slump test is the most simple workability test for concrete because it provides an immediate result. In this study, the slump test is carried out as per procedures mentioned in ASTM C143/C143M [16].

The density test was accomplished at the age of 28 days, following BS 1881-114 [17] and ASTM C642-13 [18]. The specimen, after 28 curing days, was taken out for measuring its (bulk) density. The mass of the specimen was weighed, and the dimensions of the specimen were also measured to calculate the volume. The mass density was then calculated by the mass weight divided by the volume. For the water absorption test, the absorption of water by concrete specimens was determined by measuring the increase in mass resulting from the absorption of water. The water absorption values are the average of three specimens with a size of 100×100×100 mm\(^3\). After the curing period, specimens were dried in an oven at a temperature of 80 °C until a constant weight was attained. This is because WPSF is extremely sensitive to thermal degradation when subjected to relatively high temperatures. These were then immersed in water, and the weight gain was measured at regular intervals until a constant weight was reached. The water absorption is given by [19]:

<table>
<thead>
<tr>
<th>Mix ID</th>
<th>Cement (Kg/m(^3))</th>
<th>Water (Kg/m(^3))</th>
<th>Sand (Kg/m(^3))</th>
<th>Gravel (Kg/m(^3))</th>
<th>WPSF Volume (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M-0</td>
<td>330</td>
<td>198</td>
<td>725</td>
<td>1088</td>
<td>0</td>
</tr>
<tr>
<td>M-10</td>
<td>330</td>
<td>198</td>
<td>718</td>
<td>1088</td>
<td>10</td>
</tr>
<tr>
<td>M-20</td>
<td>330</td>
<td>198</td>
<td>711</td>
<td>1088</td>
<td>20</td>
</tr>
<tr>
<td>M-30</td>
<td>330</td>
<td>198</td>
<td>704</td>
<td>1088</td>
<td>30</td>
</tr>
</tbody>
</table>
Where \( W_s \) and \( W_d \) are the saturated and dry weight of specimens, respectively. The compressive strength of mix proportions with different WPSF volumes was evaluated according to BS 1881-116:1983 [20], with a loading rate of 70 kN/min, by using cubic specimens of size 100×100 ×100 mm\(^3\) at ages corresponding to 7 and 28 days after water curing (Fig. 2). The flexural strength is determined by conducting the test method of ASTM C78/C78M [21] (third-point loading or 4-point bending test). Prisms with sizes of 100 mm × 100 mm × 400 mm were tested (Fig. 2).

![Compression and flexural test specimen.](image)

Fig. 2: Compression and flexural test specimen.

The flexural strength at 7 and 28 days was determined by using a four-point loading test. The specimens rest on two supports, and half of the load is applied at each of the third of the span length. The specimen was loaded at a constant rate of 2.3 KN/min until the failure.

The modulus of elasticity of the studied WPSF concrete mixtures was found according to the standard ACI 318-08 [22], which gives the following expression for the modulus of elasticity of normal weight concrete:

\[
E_c = 4700\sqrt{f_c} \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots (2)
\]

where;

- \( E_c \) = static modulus of elasticity.
- \( f_c \) = compressive strength.

The free shrinkage of WPSF specimens was tested according to ASTM C157/C157M-08 Stranded [23]. The size of the specimen was 100 mm ×100 mm×400 mm (Fig, 3a).
To measure shrinkage strains along the length of the specimens, two pairs of stainless steel discs of gauge length ($L_0$) 25 mm were fixed at both ends of the specimens, so that there is a pair of every two opposite surfaces. A digital strain gauge with a precision of $10^{-3}$ mm was used (Fig. 3b). The specimens were dried at room temperature for 56 days. Subsequent shrinkage readings were taken after 3, 5, 10, 15, 20, 30, 40 and 56 days. The initial length was recorded as ($L_1$) and the subsequent length ($L$) was measured periodically. The free shrinkage is expressed by the following:

$$\text{Free shrinkage } (\varepsilon_f) = \left( \frac{L_1 - L}{L_0} \right) \times 100 \quad \ldots \ldots \ldots (3)$$

In order to evaluate the effect of WPSF on the acoustic characteristics of plain concrete, such as sound transmission, an ultrasonic pulse velocity test was approved. At age of 7 and 28 days, the average ultrasonic pulse velocity was calculated. This test was conducted in accordance with ASTM C597-09 Standard [24].

4. Results and discussion
4.1 Slump and air content

The slump of concrete specimens containing different percentages of WPSF is presented in Fig. 4. In general, mixes produced with WPSF experienced a slump. The results indicate a sharp reduction in slump at a percentage of sand replacement between 10% and 30%. With a replacement level of 10%, 20%, and 30%, the concrete mix slump values were about 65 mm, 60 mm, and 52 mm, respectively; i.e., when the content is increased from 10% to 30%, the slump is reduced by 45% to 67%, meaning the slump is decreased as the content of WPSF is increased. The reason may be due to the large size of polystyrene foam grains compared to sand grains. As well as increasing the absorption of water in mixtures containing WPSF. However, the results obtained in this test are consistent with a previous study conducted by Kin and Ariffin [25].

**Fig. 4:** Effect of percentage (%) replacement of WPSF on concrete slump.

The air content of concretes containing 0, 10, 20, and 30% WPSF is presented in Fig. 5.

**Fig. 5:** Effect of percentage (%) replacement of WPSF on air content of concrete.
The results show that the incorporation of WPSF caused an increase in the air content of concrete, depending on the level of replacement with sand. The air content of the WPSF concretes decreased by 53%, 120%, and 164% at replacement level 10%, 20%, and 30%, respectively.

Such a result allows for justifying the decrease in density in the hardened stage. This behavior may be explained by the fact that the WPSF increases total porosity by affecting the air content of mixtures and may contribute significantly to the formation of air voids in the fresh concrete containing the WPSF, resulting in lower density and thermal conductivity. In addition, the surface and inside of WPSF particles caught molecules of air that entered the fresh concrete, leading to an increase in air content [26]. However, the effect of incorporating different levels of WPSF on the mechanical properties of fresh concrete, such as slump and air content, is almost identical to that of those containing rubber residue [26].

4.2 Water absorption and density

Figure 6 illustrates the water absorption of concrete containing varying amounts of WPSF. It can be observed that the concrete with a higher volume of WPSF, showed higher water absorption. The percentage of increase was about 54%, 91%, and 154% when the percentage of sand replacement was 10%, 20%, and 30%, respectively. The water absorption mainly increased as a result of the combination of the highly porous interfacial transition zone between the WPSF and cement paste of the mixture [27].

Due to the difference in the surface of the WPST grains compared to the sand grains, when mixed with water, the volumetric paste content is increased. In addition, the surface area surrounding the grains decreases with the increase in the amount of WPSF, leading to a reduction in the amount of cement paste surrounding the grains. When decreasing the amount of paste, the voids or pores in the concrete increase, and so does the water absorption [19].
The inclusion of WPSF to the concrete reduces its density almost by the same percent as its addition, as shown in Fig. 7. The inclusion of WPSF to concrete by 10% causes a reduction of 7% in its density. While this reduction in weight becomes almost 11% when the WPSF content is 30%.

The decrease in the density of concrete with the increase in WPSF content can be attributed to the weight of the WPSF, which is about 98% air [28]. Thus, there will be a decrease in density due to the increase in air content in the concrete. There is another reason related to the first, which is that the density of WPSF is much lower than that of natural sand. When more sand is replaced by WPSF, the density of concrete is lower. The results obtained in this study show similar results to those obtained by Herki and Khatib [27] and Askar et al. [28]. According to their study, as the replacement level of expanded polystyrene aggregate increased, the density of the concrete reduced. This is due to the fact that aggregate made of expanded polystyrene has a far lower density than aggregate made of natural materials.

4.3 Compressive strength and modulus of elasticity

The compressive strength and modulus of elasticity for concrete containing varying amounts of WPSF at the ages of 7 and 28 days of curing are shown in Figures 8 and 9. The relationship between compressive strength and modulus of elasticity of concrete is generally direct, meaning that as compressive strength increases, modulus of elasticity also tends to increase. This relationship is based on the fact that both properties are influenced by the same underlying factors, such as the density,
porosity, and composition of the concrete. Therefore, the discussion of the results related to compressive strength corresponds to what will be mentioned in the results of the modulus of elastic.

At both ages (7 and 28 days), the results show that the incorporation of WPSF caused a reduction in the compressive strength of concrete depending on the level of replacement with natural sand. The mixes containing 10%, 20%, and 30% WPSF have shown a decrease in compressive strength at 7 days of approximately 8%, 18% and 23%, respectively, in relation to the reference mortar. After 28 days of curing, the percentage reduction is almost 11%, 15%, and 25%, respectively.

Fig. 8: Compressive strength of concrete at 7 and 28 days.

Fig. 9: Modulus of elasticity of concrete at 7 and 28 days.

This reduction may be associated with the increase in air content in the fresh state and because WPSF has a low density. Another reason for the decrease in compressive strength as well as modulus of elasticity is the replacement of natural sand with WPSF and the resulting increase in the surface area of fine particles of WPSF, which can lead to weakening of the interfacial zone between the WPSF...
and the cement paste [7]. The WPSF fills in the gaps left by the absence of natural sand. In addition, the compressive strength of polystyrene is lower than that of natural sand [29]. This will lead to a decrease in the compressive strength by increasing the WPSF. However, despite the decrease in compressive strength at 28 days for the mixture containing a 30% percentage of natural sand replacement, this mixture is still very suitable for construction applications.

4.4 Flexural strength

The flexural strength of concrete with different percentages of WPSF as sand replacement at the ages of 7 and 28 days is shown in Figure 10.

![Fig. 10: Flexural strength of concrete at 7 and 28 days.](image_url)

The results showed that WPSF had a remarkable influence on the flexural strength of plain concrete. Comparing with the control concrete, the results of the flexural strength test of WPSF concrete follow the same trend as the compressive strength test results: as the amount of WPSF in the mixture increases, the flexural strength decreases.

The reason for the decrease in flexural strength with an increase in the amount of WPSF is the same as explained in the discussion of the results of the compressive strength test. However, these results agree with a previous study conducted by Salahaldeen and Al-Hadithi [29] on the flexural strength of concrete made with expanded polystyrene.

4.5 Free shrinkage

Figure 11 shows the development of the free shrinkage strains with the measurement time for concrete containing varying amounts of WPSF. Therefore, one objective of the current study was to provide a clearer understanding of the free shrinkage of WPSF concrete by monitoring it over a period of time (i.e., 56 days). The majority of free shrinkage, as determined by the findings of the current study, took
place in the first 30 days. Beyond that time, the free shrinking rate decreased until the 56-day monitoring period's completion. It can be observed that high WPSF replacement levels in concrete make it less resistant to shrinkage. This could be explained by the presence of fine aggregates that may restrain the amount of shrinkage of the cement paste, and this effect gradually fades with increasing the amount of WPSF in the concrete mixes [30]. The low stiffness and compressibility of polystyrene particles, which provide very little restraint to the shrinkage of paste [31]. As was previously noted, WPSF is a compressible material with a high porosity, which indicates more water can wick through its pores (up to 7%), decreasing its mechanical and durability properties [27]. Generally, polystyrene is a lightweight material that has a low density and is highly porous. When polystyrene beads are mixed with concrete, they create voids within the material that can trap air and moisture. As the concrete cures and dries, the trapped air and moisture can escape, leaving behind small voids in the material. These voids can cause the concrete to shrink and contract, leading to cracking and other forms of damage [27]. Similar findings were reported by Herki and Khatib [27] and Tang and Nadeem [30].

Fig. 11: Free shrinkage of concrete containing varying amounts of WPSF at different times.

4.6 Ultrasonic pulse velocity (UPV)

The UPV values of concrete containing varying amounts of WPSF at 7 and 28 days are presented in Figure 12. At both ages (i.e., 7 and 28 days), it can be observed that the higher the percentage of WPSF replacement accompanied the decrease in the UPV.
Fig. 12: UPV of concretes containing varying amounts of SPS at 7 and 28 days.

The trend is similar to that of concrete compressive and flexural strengths in that an increase in WPSF in concrete leads to a decrease in UPV. The UPV values of the concretes containing 30% WPSF at 7 and 28 days of age decreased by 10% and 14%, respectively, compared to the control mixture. The ultrasonic pulse velocity of a material is determined by its density. When WPSF is incorporated into concrete, it reduces the overall density of the concrete, which in turn decreases the UPV that can pass through it. Overall, adding WPSF to concrete can improve its acoustic and thermal properties, making it more effective at absorbing sound and temperature. This can have a range of structural applications.

5 Conclusions
The following are the conclusions of this study:

- The incorporation of WPSF caused a sharp reduction in the slump of the concrete at replacement levels between 10% and 30%.
- The air content of the WPSF concrete increased with the level of replacement, resulting in a lower density.
- The concrete with a higher volume of WPSF showed higher water absorption. The inclusion of WPSF in concrete reduces its density.
- The incorporation of WPSF caused a reduction in the compressive strength and modulus of elasticity of the concrete depending on the level of replacement with natural sand. After 28 days of curing, the mixture containing a 30% percentage of sand replacement still had suitable compressive strength for construction applications.
- The flexural strength of WPSF concrete decreased as the amount of WPSF in the mixture increased.
High WPSF replacement levels in concrete made it less resistant to free shrinkage, with the majority of free shrinkage taking place in the first 30 days.

Increasing the WPSF content in concrete led to a higher UPV, which contributes to improving thermal and acoustic insulation.

Overall, the study suggests that the use of WPSF in concrete can have both positive and negative effects on various properties of concrete. The results should be considered when designing concrete mixtures, and further research is needed to better understand the potential of WPSF as a sustainable construction material.
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Abstract: The aim of this study is to examine the deep beam opening behavior of lightweight reinforced concrete (LWC) beams with or without web openings, analyzed by Ansys19 software. The analysis included five samples of different shapes, deep solid beam, deep beam containing two square holes with sides length of 80 mm and the horizontal spacing between the two holes is 220 mm, deep beam containing two holes Square with side lengths of 80 mm and the maximum distance between the two holes is 420 mm, a deep beam contains two round holes with a diameter of 80 mm and the distance between the two holes is 220 mm, a deep beam contains two round holes with a diameter of 80 mm and the distance between the two holes is 420 mm. Each sample was subjected to one point load. The effect of distances between the gaps on the behavior of the sample was analyzed and compared. The results indicated that the distances between the gaps affect the behavior of the deep beam, where it was found that the deep beams with gaps spaced from the edges of the beams are the closest behavior to the deep beams without gaps, except that the results showed that the difference is not significant, but it is noteworthy and noteworthy and must be taken care of.

Keywords:

Introduction

Lightweight foam concrete is a new type of lightweight concrete, with the advantages of ordinary concrete, aerated concrete and self-compacting concrete, as through it the natural aggregate is partially replaced by polystyrene foam, and this leads to reducing the weight of the concrete unit as well as maintaining the required strength. This reduces the dead load by 15 to 20%, reduces the size of columns, bases and other bearing elements, and reduces the total cost. Deep beams are members that are loaded on one side and supported on the opposite face so that stress supports can develop between the loads and the supports, and have either clear spans (L_n) at, equal to, or less than four times the depth of the total member (H). Or the areas of concentrated loads (a) be within twice the depth of the member (d) from the support face. In some facilities, deep beams with
different openings and shapes are required, and this affects the behavior of the deep beams and the basic services of the deep beams. In such cases, it is important to know the behavior of these beams and their ultimate strength. There are many previous studies that studied the behavior of deep beams that contain and do not contain gaps, and also studied the behavior of the sample in the presence of gaps of different shapes and distances including that: Amr H. Zaher, Wael Montaser and Mohamed Ramadan studied the shear behavior of simple, continuous beams of light concrete with openings. The testing program included seven simple deep beams of light concrete, and the most important variables studied Simple beam test is the size of the holes, the location of the holes, the design pressure resistance of the concrete and the percentage of accidental reinforcement for the bunch. The results showed that when the side openings are present at the beam height equal to 02% to 22%, respectively, of the total height of the beam, this leads to a decrease in the final shear strength of the simple deep beams by about 15% to 62% compared to the deep beam that has no side openings [1].

( Nishitha Nair, Kavitha PE ), University of Kerala, India, studied the effect of loads on seven different samples of deep beams (Deep beam without hole , deep beam with a circular hole one at centre , deep beam with a rectangular hole one at centre , deep beam with one circular hole one at side, deep beam with one square hole one at side, Deep beam with circular hole at two sides and Deep beam with rectangular hole at two sides ) with ansys 14. It was found that the maximum tolerance was in the deep beam without hole, and the lowest tolerance was in the deep beam with rectangular hole at two sides [2]. (Hawraz Karim M. Amin, V.C .Agarwal and Omar Q. Aziz) studied the effect of different volumes and locations of holes in deep hollow beams. By comparing the numerical results shown, deep beam models without gaps were studied and were created by (An-sys + CivilFEM) to study the effect of openings compared to a beam without openings but with the same size to show the effect of creating openings in the actual beam with variable sizes of gaps. Shear causes a sharp decrease in final shear by about (53.6%) and when opening is located in the reinforced area supports an average decrease in stress (23.93%) but between the mid-range a small effect, as the average decrease in stress (8%), when creating square openings with dimensions (0.45 h x 0.45 h), the average decrease in shear stress was approximately (45.78%) and dimensions (0.30 h x 0.30 h).Less effect where the average reduction in shear stress is (11.55%) [3].
Khattab Salim Abdel-Razzaq, Haider Ali and Mays Mohamed Abdel-Karim studied the effect of different forms of gaps in deep beams. The study was carried out on thirteen deep beams under the effect of point load with rectangular, square, circular, horizontal and vertical openings. Choose two holes per beam, one in each cut-out. Creating square, circular, horizontal, and vertical rectangular openings reduced the final capacity by about 20.5%, 18.3%, 24.7%, and 31.7%, respectively, compared to the reference solid beam. In general, the opening size was found to be inversely proportional to the maximum capacity of the deep beam and the mid-section deviation because the reduction of the opening size resulted in less interruption in the compressive support connecting the loading and support points [4].

**EXPERIMENTAL PROGRAM**

The pilot study consisted of five simply supported reinforced concrete girders with mesh and no openings, and made of lightweight concrete. The packages were tested under the influence of a single concentrated payload by applying them to ANSYS19 software. All tested samples have the same geometry and the main upper and lower longitudinal reinforcement. The research sample was taken from the study (Amr Hassan Zahir, Wael Montaser and Muhammad Ramadan) entitled (An experimental study of the behavior of lightweight reinforced concrete deep beams with mesh holes)[1].

**Conclusion**

A conclusion must include advantages, limitations, and applications and don’t repeat the abstract, delete and type).

**Geometry of the Deep Beam:**

The geometry of the full size beam is 1100mm x 400mm x 80mm. The beam is supported simply by providing a plate support on both sides. Single point loads are applied at the center of the beam. The concrete grade was 28.9 MPa and yield strength 550 MPa.

![Reinforcement detail](image)

**Test Specimens**

Table (1) shows samples of deep beams for treatment by research, its dimensions and the dimensions of the gaps in it.

**Table (1): Typical dimensions of tested beams**

<table>
<thead>
<tr>
<th>Name</th>
<th>shape of specimen</th>
</tr>
</thead>
</table>
Elements used for Modeling:

**Table (2):** shows the characteristics and identifications of the selected ANSYS finite element type representative of the main components for all beams.

**Table (2):** Characteristics and identifications of the selected ANSYS finite element types representative of the main components for all beams. (12)

### RESULTS:

Evolutions of Crack and Load Capacity for RC.

**Deep Beam:**

The appearance of cracks begins when the samples are exposed to excessive loads or to more than they can bear, as when increasing loads more the samples reach the final breaking point and that varies from one sample to another due to the difference in the shapes of gaps, their dimensions and the distance between them.

**First crack:**
The five samples were subjected to an Aries point, and as the load increased, primary cracks appeared in the samples. It turned out that the BSHmS sample was the one that showed cracks first among the four hollow samples, so it started to crack when subjected to a load of 60 kN, while it was the last one that showed the first cracks among the four experimental samples. The cracks started when subjected to a load of 70 kN. The result is closer to the BWOH reference, the sample starting to flex under a load of 92 kN. The following figure shows all the results of five samples from the first part:

**Figure (2): First Crack**

**final load:**
The samples reached collapse mode when subjected to excessive loads.
In the BWOH reference sample, which collapsed at an exposure load of 213 kN, the BCmHS sample was closest to the reference sample, and collapsed at a load of 205.25 kN, which means that it requires behavior very close to 96% steel. The BSHeS sample was the
furthest in behavior compared to the BWOH reference sample, and it collapsed at a load of 197 kN, this indicates that it possesses 92% of the strength reference sample. The following figure (3) shows all the results of the five samples in terms of final load:

![Ultimate Load KN](image)

**Figure (3):** Ultimate load

**Cracking Pattern and Mode of Failure:**

The ANSYS program crack pattern records a crack pattern at each load step evolution of crack pattern developing for each beam at last loading step. ANSYS program display circles at locations of cracking or crushing in concrete elements. Cracking is shown with a circle outline in the plane of the crack, and crushing is shown with an octahedron outline the first crack at an integration point is shown with a red circle outline, second crack with green outline, and third crack with a blue outline (ANSYS manual version 10.0).

**Table (3):** shows the evolution of cracks in the five experimental samples.
Load Deflection Curve:
The following figure shows the deflection results for the five samples as a result of exposure to different loads:

**Figure (4):** Comparison of load-deflection curve for specimens with different web opining type.

**CONCLUSION:**

<table>
<thead>
<tr>
<th>Name</th>
<th>Cracks develop in the sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>BWOH</td>
<td></td>
</tr>
<tr>
<td>BSHmS</td>
<td></td>
</tr>
<tr>
<td>BSHeS</td>
<td></td>
</tr>
<tr>
<td>BCmHS</td>
<td></td>
</tr>
<tr>
<td>BCeHS</td>
<td></td>
</tr>
</tbody>
</table>
1- Behavior of deep hollow beams with different distances between the gaps.

2- It contains a cavity containing damage containing chemicals containing the closest.

3- The ray that contains part of this form of the shape that contains the shape of the saviors.

4- Deep beams that contain two square gaps with a distance of 220 mm between them.

5- The closer the gaps are to the end of the deep beam, the more danger will be posed to the behavior of the sample.

6- Deep beams with a circular cavity and the gaps between them are 220 mm. The most flexible of the five samples.

7- Deep beams with a square cavity and a distance of 420 mm is the least flexible among the five samples.

**Recommendations:**

1- Testing the behavior of the deep beam with one gap, but with different positions.

2- Testing the behavior of the deep beam with two gaps of the same shape and size and with different distances, not just two.

3- Testing the behavior of the deep beam, so that its dimensions are in meters or centimeters, so that there is more room for spacing between the gaps.

4- Testing the behavior of the deep beams that contain gaps, so as to change the location of the gaps in the vertical form, not the horizontal one.

**References:**


2-Nishitha Nair, Kavitha P.E, M.Tech Student, Civil Department EFFECT OF OPENINGS IN DEEP BEAMS USING STRUT AND TIE MODEL METHOD, 2015.


8-Bashir, A, et al., et al. Identification of Shear Cracks in Reinforced Beams Using Finite

10- YANG, SIOW SIN. EFFECT OF OPENING WITH VARIOUS SIZE AND LOCATION ON RC DEEP BEAM. s.l. : Faculty of Civil Engineering and Earth Resources UNIVERSITI MALAYSIA PAHANG, 2015.


12- Building Code Requirements for Structural Concrete (ACI 318-11).

THE EFFECT OF REPLACING FRESH WATER WITH SALT WATER AND SEA WATER IN CONCRETE
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Abstract: This study aim to verify the possibility of using salt water and sea water instead of fresh water for concrete in mixing and treatment. Comparing its results with the pressure resistance test of a previous study, where this study relied on two previous studies, the first one, which I was involved in, depended on determining the place underground water wells and the highest salinity water. But in second study, which I have conducted, the water of the highest salinity wells was used in the first study in addition to the use of fresh water and sea water. Concrete cubes for all this water were prepared and immersed in fresh water. This study is the same as the second one mentioned above, however, the difference between them is the use of sea water in immersion of concrete cubes. The results showed that the used underground water had a resistance in 7 days between (22.66-26.66)Mpa, while the result in 28 days were between (28.06-34.13)Mpa. For fresh water submerged in sea water in 7 days were 25.06 Mpa, and in 28 days were 31.16 Mpa, while sea water in 7 days were 22.1 Mpa and in 28 days 28.93 Mpa.

Keywords: (treatment, sea water, fresh water, underground, resistance test)

Introduction

Libya is located on the northern coast of Africa. It is considered among the poorest Arab countries in water resources, due to its location within arid and semi-arid areas [1,2]. The main and important resource in Libya is underground water, and it represent 95% of human consumption for various purposes [3]. About 85% of underground water available is consumed in agriculture and 11.5% for urban purposes while the industrial consumption represents 3.5% [4]. The Libya coast on the Mediterranean Sea is about 1980 km [4]. The increase in population led to an increase in demand for water in all fields, and the lack of infrastructure encourages the citizens to dig wells and break the restrictions on drilling wells [5]. All of which caused the deterioration of underground water, especially in coastal areas [6,7]. Water resources are one of the most important elements of development that control the continuity of sustainable development. It is impossible to plan for
continuous development without managing and planning the most important resources for its establishment and preservation for future generations.

Mr. A. C. Govalkar and Mr. D. S. Lalal is study showed good and satisfactory results of use of sea water in mixing and treatment of concrete [8]. Also, another study by Mr. Rita Irmawaty showed that sea water can be used in mixing and treatment [9].

1-1 Objective
Libya is considered one of the poorest countries for fresh water resources and it depends on groundwater as the main resource. Because of its geographical site along the seashore, the idea of this study rose by providing an alternative to preserve fresh water and groundwater. The main objective is to use sea water, groundwater and fresh water in mixing concrete and curing it with sea water. The impact of each of them on compressive resistance of concrete during 7 and 28 days and comparing the obtained results with a previous study results of freshwater treatment.

1-2 Background of study
In this study, the compressive resistance of concrete was determined by carrying out compression tests in 7 and 28 days. The concrete cubes were prepared using a prescribed concrete mix ratio of 1:3.31:1.68 and the water cement ratio was taken as 0.6. The concrete was produced using salt water, fresh water and sea water.

A total of 60 numbers of 150 x150x150mm concrete cubes were cast. The mixing of concrete was carried out manually by hand. After twenty-four hours the cubes were cast, the hardened concrete cubes were de-molded, and the cubes were submerged carefully in the curing tank filled with water sea. At each specified period of days, the cubes were crushed to determine the compressive resistance of the concretes.

1-3 Literature Review
Studies carried out by researchers related to this area are highlighted and the gaps required to be filled by this project work our pointed out.

1- Similarly, Akinkurolere O.O et al (2007), in their paper titled “The Influence of salt water on the compressive strength of concrete” presented the result and findings of an experimental research on the influence of salt water from Lagos Lagoon, in Nigeria on the compressive strength of concrete. In the research, 132 concrete cubes of mould size 150x150x150mm were casted with fresh water (66 cubes) and salt water (66 cubes) in the ratio of 1:2:4 by weight of concrete and water-cement ratio of 0.6. They were cured in fresh water and seawater respectively. The concrete cubes were tested for compressive strength for 7, 14, 21 and 28 days respectively. The compressive strength of concrete is shown to
increased by the presence of salt or ocean salt in the mixing and curing water. The rate of strength gain is also affected when the concrete is cast with fresh water and cured with salt water.

2- Felah M Wegian (2010) observed that the compressive strength and consequently the other related strengths of concrete were shown to increase for specimens mixed and cured in sea water at early ages up to 14 days, while a definite decrease in the respective strengths was observed for ages more than 28 days and up to 90 days. The reduction in strength increases with an increase in exposure time, which may be due to salt crystallization formation affecting the strength gain.

3- M.I Retno Susilorini et al (2005) conducted experimental and analytical method. Through experimental method they investigated the compressive strength of concrete cylinders, with 7 days and 14 days with seawater curing and plain water curing. After 7 days and 14 days of curing, the concrete cylinders were tested by compressive testing machine. This research concludes that both experimentally and analytically, the compressive strength of 7 days and 14 days old concrete specimens cured by seawater are higher than those cured by plain water.

4- E.M. Mbadike et al (2011) investigated the effect of sea water in the concrete production and reported that the strength reduction is about 8%.

5- Md. Moinul Islam, Md. Saiful Islam(2012) reported that, when the concrete specimens made with sea water and cured with sea water compared to concrete made with plain water and cured with plain water the loss of compressive strength of concrete is 10%.

2- MATERIALS USED AND METHODS
All the materials used in this study are from Zliten.

2-1 Cement
The used cement is from Al-Burj Contracting Company.

2-2 Coarse aggregate and fine aggregate
They were prepared in quantities sufficient to conduct the previous study [10] and the current study. The tests were conducted in the Faculty of Engineering laboratories at the Alasmarya University. It included the tests of granular gradient of coarse and fine aggregates and the results that are shown in figures (1) and (2) respectively satisfy the American specifications [11]. Los Angeles test, the percentage of absorption and specific weight of coarse aggregate results are shown in table (1). The specific test of sand is shown in table (2). All the states tests are within the mentioned specifications.
Fig. 1: The granular gradient of coarse aggregate [10]

Fig. 2: The granular gradient of sand [10]

Table 1: Properties of aggregate observed in laboratory test [10].

<table>
<thead>
<tr>
<th>No</th>
<th>Description</th>
<th>Test Result</th>
<th>Range</th>
<th>Specification</th>
<th>ASTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>specific gravity test water absorption %</td>
<td>2.667</td>
<td>2.5 – 2.75</td>
<td>C127[11]</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Los Angeles Abrasion test %</td>
<td>2.15</td>
<td>Max = 2.5%</td>
<td>C127[11]</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Water absorption %</td>
<td>26.9</td>
<td>Max = 40%</td>
<td>C131[12]</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Physical properties of fine aggregate.

<table>
<thead>
<tr>
<th>Description</th>
<th>Test Result</th>
<th>Range</th>
<th>Specification</th>
<th>ASTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>specific gravity test</td>
<td>2.63</td>
<td>2.5 – 2.75</td>
<td>C128[13]</td>
<td></td>
</tr>
<tr>
<td>water absorption %</td>
<td>0.94</td>
<td>Max = 2.5%</td>
<td>C128[13]</td>
<td></td>
</tr>
</tbody>
</table>

2-3 Water used in mixing

2-3-1 Concrete mixing

The high salinity underground water from three wells taken from previous study which I involved – was used to mix the concrete. Table (3) shows the results of wells water tests [7]. Also, sulfate test and fresh water test were carried on the results are shown in table (4). All these tests were conducted in the Environmental Sanitary Office laboratory in Zliten. Sea water was used to flood the concrete cubes.
Table 3: The amount of salt and chloride in wells water [7].

<table>
<thead>
<tr>
<th>No. Of well</th>
<th>Name of well</th>
<th>TDS mg/L</th>
<th>CL mg/L</th>
<th>PH</th>
<th>SO₄ mg/L</th>
</tr>
</thead>
<tbody>
<tr>
<td>W₁</td>
<td>Gwellat</td>
<td>2388</td>
<td>1503</td>
<td>7.4</td>
<td>1414</td>
</tr>
<tr>
<td>W₂</td>
<td>Ka’am</td>
<td>3114</td>
<td>890</td>
<td>7.4</td>
<td>1860</td>
</tr>
<tr>
<td>W₃</td>
<td>Shaheed Al Hamza</td>
<td>6131</td>
<td>2475</td>
<td>7.1</td>
<td>870</td>
</tr>
</tbody>
</table>

Table 4: Fresh water test

<table>
<thead>
<tr>
<th>No. Of well</th>
<th>Name of well</th>
<th>TDS mg/L</th>
<th>CL mg/L</th>
<th>PH</th>
<th>SO₄ mg/L</th>
</tr>
</thead>
<tbody>
<tr>
<td>W₄</td>
<td>Fresh Water</td>
<td>62</td>
<td>40</td>
<td>7.53</td>
<td>22</td>
</tr>
</tbody>
</table>

2-3-2 Immersion water

After completion of the preparation of thirty concrete cubes for underground water for the three wells, as well as fresh water and sea water, they were immersed in sea water.

2-3-3 Mixing process

In Higher Institute of Engineering Technology. The components of concrete had been mixed manually because there were some problems in mechanical mixing. Figure (3) shows the components of the mixture and the mixing process. The mixing ratio of the components was (1:3.31:1.68:0.6), which expresses cement, coarse aggregate, sand, water respectively [10].

4- Results and discussion

4-1 Concrete compressive strength

After mixing the concrete components manually, preparing the cubes and immersing them in sea water, and conducting a cracking test for concrete cubes after 7 and 28 days in Faculty of Engineering laboratory, the obtained results were recorded in tables (5, 6). Also, the results were compared with the results of the previous study [10] which are shown in figure (4).

Table 5: Results of weights and compressive
resistance of concrete cubes in 7 days.

<table>
<thead>
<tr>
<th>SS Sample Well</th>
<th>Sample symbol</th>
<th>Sample No.</th>
<th>Weight (g)</th>
<th>Concrete Resistance (Mpa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gwellat Well</td>
<td>W1</td>
<td>1</td>
<td>8007</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>8271</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>7993</td>
<td>28</td>
</tr>
<tr>
<td>Ka'am Well</td>
<td>W2</td>
<td>1</td>
<td>8302</td>
<td>21.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>8024</td>
<td>29.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>8013</td>
<td>24.5</td>
</tr>
<tr>
<td>Al Shaheed Hamza Well</td>
<td>W3</td>
<td>1</td>
<td>7879</td>
<td>25.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>7983</td>
<td>22.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>8401</td>
<td>20.4</td>
</tr>
<tr>
<td>Fresh water</td>
<td>W4</td>
<td>1</td>
<td>8246</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>7892</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>7979</td>
<td>22.2</td>
</tr>
<tr>
<td>Sea water</td>
<td>W5</td>
<td>1</td>
<td>8435</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>8015</td>
<td>232.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>8178</td>
<td>26</td>
</tr>
</tbody>
</table>

Table 6: Results of weights and compressive resistance of concrete cubes in 28 days.

<table>
<thead>
<tr>
<th>Sample Well</th>
<th>Sample symbol</th>
<th>Sample No.</th>
<th>Weight (g)</th>
<th>Concrete Resistance (Mpa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gwellat Well</td>
<td>W1</td>
<td>1</td>
<td>7960</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>8269</td>
<td>29.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>8337</td>
<td>26.3</td>
</tr>
<tr>
<td>Ka'am Well</td>
<td>W2</td>
<td>1</td>
<td>8119</td>
<td>29.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>8218</td>
<td>30.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>8107</td>
<td>27.5</td>
</tr>
<tr>
<td>Al Shaheed Hamza Well</td>
<td>W3</td>
<td>1</td>
<td>7839</td>
<td>28.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>8118</td>
<td>33.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>8189</td>
<td>40.5</td>
</tr>
<tr>
<td>Fresh water</td>
<td>W4</td>
<td>1</td>
<td>8044</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>7977</td>
<td>29.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>7989</td>
<td>30.3</td>
</tr>
<tr>
<td>Sea water</td>
<td>W5</td>
<td>1</td>
<td>8130</td>
<td>26.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>8326</td>
<td>34.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>8025</td>
<td>25.8</td>
</tr>
</tbody>
</table>

Figure (4) shows the results of the concrete compression resistance for cubes immersed in fresh water [10] and for cubes immersed in sea water. From the results It can be concluded that sea water can be used in mixing and curing of concrete, as it gave satisfactory results up to 28 days. The results also showed that the average compression resistance of concrete immersed in sea water exceeded 25 Mpa.

From the results, it can be concluded that:

4-2 Salt:
From figure (4), it can be noticed that the higher the concentration of dissolved salts in wells water, the higher the compressive resistance of concrete after 28 days, and it gave the greatest resistance to the highest salinity at W3, in concrete to 7 days, which gave the maximum resistance to the lowest salinity at W1, and figure (5) explains the relationship between the soluble salt of the water used in the study and the compressive resistance of concrete.

**Fig. 5:** The relationship of total dissolved salts to the compressive resistance of concrete

**4-3 Chlorides:**

The results indicated a fluctuation in the compressive resistance of the concrete in 7, 28 days. Figure (6) shows the relationship between the compressive resistance of concrete and the sulfates present in the water. Where it has been noticed from the figure that the compressive resistance of both fresh water and sea water ranges between higher and lower concrete resistance to underground water.

**Fig. 6:** The relationship of chlorides to the compressive resistance of concrete

**4-4 PH:**

The results of wells water in 7 days indicate that the relationship between PH and compressive resistance of concrete is a direct relationship, unlike in 28 days, the relationship is considered inverse. Figure (7) shows the relationship between compressive resistance of concrete and the PH of water used in concrete.

**Fig. 7** The relationship between the PH of the used water and the compressive resistance of concrete
4-5 Sulfates:
The results showed a fluctuation in the compressive resistance of concrete between rise and fall in 7, 28 days, where it can be noted that in 28 days the maximum strength of concrete is the lowest concentration of sulfate, while fresh water and sea water pressure resistance varies between the results of concrete strength for wells water. Figure (8) indicates the relationship between the compressive resistance of concrete and the concentration of sulfate in water.

Fig. 8: The relationship between sulfates and the compressive resistance of concrete

5- Recommendations:
According to the results and the fact of limited underground water in Libya, the following recommendations can be considered:
1- Conducting tests on concrete: tensile, bending and corrosion tests in the short and long term.
2- Benefiting from sea water and using it instead of the man-made –river water or underground water.
3- The use of recycled or treated water from sewage in the fields of industry and conducting the necessary tests, while preserving human health and the environment.
بالإضافة إلى استخدام المياه العذبة ومياه البحر إعداد مكعبات خرسانية لكل هذه المياه وغمرها بالماء المعدّب، وكمت الباحث بالدراسة، بينما هذه الدراسة فهي نفس الدراسة الثانية والفرق بينها هو استخدام مياه البحر في غمر المكعبات الخرسانية، وأظهرت النتائج في خلط أنواع المياه وغمرها بمياه البحر، أن المياه الجوفية المستخدمة تراوحت مقاومتها في 7 أيام بين (22.66-26.66) ميجا باسكال، بينما أعطت النتائج في 28 يوم (28.06-34.13) ميجا باسكال، والمياه العذبة المغمورة بمياه البحر أعطت في 7 و 28 يوم (25.06 و 31.16 ميجا باسكال على التوالي، بينما مياه البحر أعطت في 7 و 28 يوم (22.1 و 28.93 ميجا باسكال على التوالي.

الكلمات المفتاحية: المعالجة، مياه البحر، المياه العذبة، مياه الأبار، اختبار المقاومة.
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Abstract: In recent years, with the aim of restricting the formation of ettringite and reducing the environmental impact associated with cement manufacturing, the incorporation of ground granulated blast-furnace slag (GGBS) as a partial replacement of cement has become a common tendency, due to its efficiency in enhancing the physico-mechanical properties of concrete. This research study reports the experimental results on the properties of concrete containing GGBS at different partial cement substitution levels (0, 50, and 75%). A total of three concrete mixes were manufactured using a water/cement ratio (w/c) of 0.55 and binder: sand: aggregate proportion of 1: 2: 3. Thereafter, a physico-mechanical evaluation including slump test, compactability degree test, unconfined compression strength (UCS) test, tensile splitting strength (TSS) test and sulfate attack, were performed to assess the concrete performance. The experimental results suggested that, although the use of GGBS as a partial cement replacement slightly affects the mechanical performance at the early curing age, its usage improves the consistency and yielded a higher residual mechanical performance after immersion in sulfate solution, particularly at higher substitution level (75%).

Keywords: (Ettringite, magnesium sulfate, mechanical strength, sodium sulfate, sulfate attack)

Introduction

Global warming is one of the substantial concerns for human civilization’s future, imposing the necessity for the development of eco-friendly and sustainable construction strategies [1]. Generally, concrete is considered a widely versatile construction substance, probably due to its cost efficiency, its ability to be moulded into various shapes, and raw material availability [2]. Concrete is also rated as the second most utilized material globally, behind water [3], with an estimated usage of 30 million tons annually [1]. It is typically composed of binder, aggregates, sand, and water, of which Portland cement is the traditional binder used for binding the matrix. However, there have been some negative environmental and sustainability issues associated with the manufacturing of Portland...
cement. These included; 1) the use of a huge amount of natural raw materials especially limestone and clay (2.8 tons of raw materials per one ton of cement) [4]; 2) the enormous energy consumption (5000 MJ per one ton) [5]; and 3) the higher carbon dioxide gas emissions emitted to the atmosphere (one ton of CO₂ per one ton of cement), which represents 5% of anthropic emissions in the world [6].

Apart from the environmental consequences, the development of concrete using Portland cement also show limited efficiency in the presence of sulfate, causing serious problematic issues including concrete crack, expansion, spalling, and deterioration, due to the formation of gypsum and ettringite [7]. Ettringite is a hydrous calcium aluminate sulfate mineral that forms due to the reaction between the hydrated compounds (from cement hydration), sulfate (from cement or penetrated to concrete from an external source), and water [8]. This mineral has a higher water absorption capability [9,10], attracting water, growing in pore voids as a needle-shaped crystal, causing cracks, expansion and thus, softening the concrete matrix. Therefore, the use of industrial and agricultural by-products (pozzolans) such as rice husk ash-RHA (agricultural by-product), ground granulated blast-furnace slag-GGBS (an industrial by-product of steel manufacturing), and pulverized fly ash-PFA (a by-product of the coal-fired electric power station), has been encouraged [11]. This is due to the potential of these supplementary cementitious materials in enhancing the physico-mechanical properties of concrete through their pozzolanic reactions and filler effect, along with their beneficial impacts on preserving the environment [12].

GGBS, which is a latent hydraulic material produced as a by-product of the steel industry, is one of the superior cementitious materials, as this is an effective way of enhancing the sulfate resistance of concrete. In the literature, Yan et al., 2019 [7], for example, used GGBS as a partial replacement (0, 25, 50, and 75%) of cement, and reported that 50% replacement yielded a beneficial sulfate resistance under the standard curing, while 75% was the optimum amount for steam-cured specimens immersed in 5% sodium sulfate solution. Hadisadok et al., 2012 [13] investigated the effect of separate 5% sodium and 5% magnesium sulfate on concrete and suggested the use of more than 30% of low reactivity GGBS as a partial cement replacement for better sulfate resistance. El-Hachem et al., 2012 [14] concluded that mortar with lower water/cement (w/c) ratio is superior in sulfate resistance because it induces better permeability. Zhang et al., 2013 [15] studied
the effect of a mixed solution of different sodium sulfate and chloride concentration, and concluded that the expansion of concrete was directly and adversely proportional to the sulfate and chloride concentration, respectively.

Given the above-mentioned literature, it is obvious that designing a concrete mix containing GGBS to restrict the sulfate attack, is possible. However, the relevant literature in terms of the effect of a binary solution of magnesium and sodium sulfate on the mechanical performance of concrete is still vague and insignificant. Therefore, an attempt has been made in this study to explore the effect of the binary solution of magnesium and sodium sulfate on the performance of concrete made with different proportions (0, 50 and 75%) of GGBS.

**Methodology**

**1- Materials**

The raw materials used in this research study included Portland cement (PC), ground granulated blast-furnace slag (GGBS), coarse aggregate (CA), fine aggregate (FA), deionized water, and binary sulfate solution. **Table 1** and **Table 2** summarize the oxide compositions and some physical characteristics for PC and GGBS, whereas **Fig.1** and **Fig.2** plot, respectively, the particle size distribution of the raw materials, and the thermogravimetric-TG and derivative thermogravimetric-DTG analysis for PC and GGBS.

**Table 1: Oxide compositions of PC and GGBS.**

<table>
<thead>
<tr>
<th>Oxides</th>
<th>PC</th>
<th>GGBS</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaO</td>
<td>61.49</td>
<td>37.99</td>
</tr>
<tr>
<td>MgO</td>
<td>3.54</td>
<td>8.78</td>
</tr>
<tr>
<td>SiO₂</td>
<td>18.84</td>
<td>35.54</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>4.77</td>
<td>11.46</td>
</tr>
<tr>
<td>Na₂O</td>
<td>0.02</td>
<td>0.37</td>
</tr>
<tr>
<td>P₂O₅</td>
<td>0.1</td>
<td>0.02</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>2.87</td>
<td>0.42</td>
</tr>
<tr>
<td>Mn₂O₃</td>
<td>0.05</td>
<td>0.43</td>
</tr>
<tr>
<td>K₂O</td>
<td>0.57</td>
<td>0.43</td>
</tr>
<tr>
<td>TiO₂</td>
<td>0.26</td>
<td>0.7</td>
</tr>
<tr>
<td>V₂O₅</td>
<td>0.06</td>
<td>0.04</td>
</tr>
<tr>
<td>BaO</td>
<td>0.05</td>
<td>0.09</td>
</tr>
<tr>
<td>SO₃</td>
<td>3.12</td>
<td>1.54</td>
</tr>
<tr>
<td>Loss on ignition</td>
<td>4.3</td>
<td>2</td>
</tr>
</tbody>
</table>

**Table 2: Physical properties of PC and GGBS.**

<table>
<thead>
<tr>
<th>Oxides</th>
<th>PC</th>
<th>GGBS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insoluble residue</td>
<td>0.5</td>
<td>0.3</td>
</tr>
<tr>
<td>Bulk density (kg/m³)</td>
<td>1400</td>
<td>1200</td>
</tr>
<tr>
<td>Specific gravity (Mg/m³)</td>
<td>3.15</td>
<td>2.9</td>
</tr>
<tr>
<td>Glass content</td>
<td>-</td>
<td>90</td>
</tr>
<tr>
<td>Blaine fineness (m²/kg)</td>
<td>365</td>
<td>450</td>
</tr>
<tr>
<td>Alkalinity value (pH)</td>
<td>13.41</td>
<td>10.4</td>
</tr>
<tr>
<td>Colour</td>
<td>Grey</td>
<td>Off-white</td>
</tr>
<tr>
<td>Physical form</td>
<td>Powder</td>
<td>Powder</td>
</tr>
</tbody>
</table>
The PC used was a commercial Portland cement (CEM-I 42.5 N) in the form of grey fine powder. It was manufactured in compliance with the requirements of BS EN 197-1:2011 [16] and obtained from large cement UK by a local contractor. The TG/DTG analysis of the un-hydrated CEM-I PC indicated a negligible mass loss of 2.8%, as the temperature increases up to 1000 °C, which is represented in the DTG curve by three endothermic peaks. The first peak located in the range of 50-150 °C is due to the dehydration of gypsum, whereas the second peak at 400-450 °C, and the third peak at 650-750 °C, are due to the dihydroxylation of portlandite (calcium hydroxide) and the decomposition of calcite, respectively.

The GGBS utilized was a latent hydraulic pozzolan complied with BS EN 15167-1:2006 [17], and obtained from Civil and Marine Slag Cement Ltd, Llanwern, Newport, UK, by a local contractor. The TG curve (see Fig. 2) indicated that, as the temperature increases to 1000 °C, the mass was reduced by 2.26%, which is represented in the DTG by a single peak at 550-700 °C, owing to the calcite decomposition.

The coarse aggregate (CA) was a limestone in the grade of 10 mm, while fine aggregate (FA) is natural river sand from Bristol Channel. Both aggregates complied with BS EN 12620:2002+A1 [18] and were obtained from a local quarry through a local supplier.

The binary sulfate solution used was prepared by dissolving a total amount of 750g of an equal quantity of magnesium sulfate (MgSO₄).
and sodium sulfate (NaSO₄) in 20 liters. Both magnesium and sodium sulfate were obtained from Fisher Scientific Ltd, UK, through a local supplier. As for the relatively higher sulfate concentration, it was adopted to accelerate the effect of sulfate on concrete, thus, the ease of identifying the benefit of GGBS in concrete.

2- Mix design and specimen preparation
The concrete mix compositions assessed under this study were designed using, 1) a fixed binder: sand: aggregate proportion of 1:2:3, 2) a w/c ratio of 0.55, and 3) three various binder combinations. These binders (see Table 3) were made of; 1) 100% of PC (as a control mix); 2) 50PC-50GGBS (M2), representing an intermediate cement replacement; and 3) 25PC-75GGBS (M3), representing a high cement replacement. The purpose was to obtain an eco-friendly concrete mix design, with a high sulfate resistance performance.

Table 3: Mix compositions of PC-based and GGBS-based concrete mixes.

<table>
<thead>
<tr>
<th>Mix Design</th>
<th>PC</th>
<th>GGBS</th>
<th>W</th>
<th>FA</th>
<th>CA</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1 (100PC)</td>
<td>6</td>
<td>-</td>
<td>3.3</td>
<td>12</td>
<td>18</td>
</tr>
<tr>
<td>M2 (50PC-50GGBS)</td>
<td>3</td>
<td>3</td>
<td>3.3</td>
<td>12</td>
<td>18</td>
</tr>
<tr>
<td>M3 (25PC-75GGBS)</td>
<td>1.5</td>
<td>4.5</td>
<td>3.3</td>
<td>12</td>
<td>18</td>
</tr>
</tbody>
</table>

A total of 18 cubes (100 mm × 100 mm × 100 mm) and 6 cylinders (200 mm in height and 100 mm in diameter) were prepared in line with BS EN 206:2013+A2:2021 [19], BS EN 12350-1:2019 [20], and BS EN 12390-1:2021 [21], for all the concrete mixes. For each mix, the dry ingredients (PC, GGBS, CA and FA) were initially mixed in a mixer for 3 minutes, before the water was introduced and the mixing continued for further 3 minutes. Afterwards, the consistency of fresh concrete was measured, in accordance with the relevant standard. The semi-paste mixture was then poured into the pre-oiled moulds and vibrated for 1 minute to remove air voids. Thereafter, the concrete-filled moulds were stored at 20±2 °C to be de-moulded after 24 hours, preparing for the curing. Finally, 9 cubes and 3 cylinders were cured in a water tank at 20±2 °C, while the remaining specimens were cured in a sulfate solution, until the date of testing.

3- Testing method
The designed concrete mixes were evaluated in terms of consistency (slump and compactability degree), mechanical properties (UCS and TSS), and sulfate resistance (variation in UCS and TSS). The slump and compactability degree tests were carried out in accordance with BS EN 12350-2:2019 [22] and BS EN 12350-4:2019 [23], respectively. The UCS test was performed in accordance with BS EN 12350-3: 2009 [24] on three cylinders per mix.
composition at the end of 28 days of moist curing. As for the sulfate resistance, it was measured in terms of the variation in UCS and TSS of sulfate-cured specimens, relative to their water-cured counterparts.

**Results and discussion**

1- **Consistency of fresh concrete**

Fig. 3 presents the consistency results of concrete batches obtained from the slump test and compactability degree test.

![Fig 3](image)

**Fig 3**: Consistency of fresh concrete; a) slump values, and b) compactability degree.

The results revealed a gradual increase in the slump value, as the quantity of GGBS increased, where the control concrete mix (M1; 100PC) exhibited the lowest slump \((45 \text{ mm})\), relative to that of 55 and 65 mm for M2 (50PC-50GGBS) and M3 (25PC-75GGBS), respectively. This trend, however, was in reverse order in the case of the compactability degree (see **Fig. 3b**), proving the accuracy of the laboratory experiments. The improvement in the consistency due to GGBS is an indicator of reducing the water demand and improving the pumpability. In addition, the consistency was in line with the observation of several studies [26–30]. This enhancement is probably attributed to the smoothness of the GGBS, the poorer early hydration, the lower calcium oxide
of the GGBS, and the lower water absorption capability of the GGBS-based system, compared to the cement-based system [26–30].

2- Strength development in water

2.1-UCS of concretes cured in water

Fig. 4 presents the unconfined compression strength development of all the formulated concretes over a prolonged ambient curing period of up to 56 days.

![Fig 4: Unconfined compression strength development of water-cured concrete.](image)

Generally, a steady increase in the UCS was observed for all the concretes cured in water, demonstrating the formation of new hydrates, and confirming that the strength of cubes followed the general trend of UCS development. This strength development is owing to the initial hydration of cement components with water to produce hydrated products (calcium silicate hydrate; CSH and calcium aluminate hydrate; CAH), which are responsible for the densification of the concrete system [2].

The effect of the use of GGBS observed in M2 and M3 showed that there was a steady decrease in the UCS value at all the curing ages, as the quantity of GGBS increases. However, such a strength reduction was more pronounced at the early curing age (7 and 28 days) and was also in agreement with the consensus among engineering researchers [30]. The strength reduction associated with the incorporation of GGBS at the early age (7 and 28 days) is due to; 1) the lower calcium oxide within the GGBS-based system; 2) the slow hydration reactivity of GGBS, as the GGBS is a latent hydraulic binder providing minimal hydration; and 3) the delay of the hydration reaction resulting in the retardation of the setting time of GGBS-based concrete, relative to PC-based concrete [31]. As for the strength enhancement of GGBS-based concrete at the later curing age (56 days) is probably due to the higher alumina oxide and silicon oxide released from the dissolution of GGBS. These dissolved products lead to the formation of further hydrated products (pozzolanic products). The additional hydrates fill the pore spaces, thereby densifying and interlocking the system, and inducing a more
compacted concrete structure, all of which induces a UCS improvement [31,32].

2.2- TSS of concretes cured in water
The tensile splitting strength (TSS) is an essential parameter for indicating the behavior of the formulated concrete mixes to crack development, shear failure, steel anchorage and other applications in hardened concrete. Fig. 5 shows the variation in the TSS of all the formulated concrete mixes at the end of 28 days of an ambient curing period in water.

![Fig. 5: 28-day-TSS of hardened concretes.](image)

Like the UCS, the result showed that the 28-day-TSS of concrete mixes was adversely affected by the inclusion of GGBS. This was evident from the Fig. 5, as the TSS was reduced from 5 N/mm² (for M1: 100PC) to 3.96 N/mm² (for M2: 50PC-50GGBS) and then to 3.93 N/mm² (M3: 25PC-75GGBS), when 50% and 75% of the cement content was replaced with GGBS, respectively. A similar decreasing trend in TSS was reported by other researchers [33–38], who attribute the TSS reduction to the inadequate interfacial transition zone bond between the cement matrix and the aggregates at the early curing age. Mo et al., [36] also pointed out that the incorporation of GGBS as a higher cement replacement level (60%) yielded a poorer adhesion with steel fibers, reducing the beneficial impact of steel fibers on the tensile splitting strength of oil palm shell concrete containing GGBS.

3- Strength development in sulfate solution
3.1- UCS of concretes cured in sulfate
The UCS development of all the formulated concretes cured in a hybrid sulfate solution of sodium sulfate and magnesium sulfate over a prolonged curing period of up to 56 days, is depicted in Fig. 6, along with their water-cured counterparts for comparison.
In general, the observation indicated that the effect of binary sulfate solution on the UCS performance is proportional to both the curing period and the binder composition. In the case of the control mix (M1: 100PC), the result revealed a strength reduction in the range of 1 to 5 N/mm², and such a reduction was more noticeable at 56-days curing in sulfate, where the UCS was reduced from 47.5 to 43 N/mm². This deteriorative strength could be credited to the interaction between the sulfate and hydrated products of cement, which forms a series of topochemical interactions [39], mainly gypsum and then ettringite, of which the growth of the latter leads to cracks and expansion of the host matrix [40-41]. Briefly, in the presence of sulfate in concrete, the first reaction that takes place is the formation of gypsum. This typically occurred as a result of three main reactions; mainly due to; 1) the reaction between the calcium ions released from the cement hydration and the sulfate ions released through the ionic dissociation of magnesium and sodium sulfate [42]; 2) the reaction between the sulfate and the formed calcium silicate hydrate (CSH) [39,43]; and 3) the reaction between the portlandite (calcium hydroxide) formed during the cement hydration and the penetrated sulfate [39]. Whatever the origin of gypsum formation, these formed minerals have been associated
with softening (strength reduction) of the concrete and maximizing the volume of hardened concrete structure [44,45]. Additionally, the formed gypsum minerals can react with non-hydrated and hydrated calcium aluminate compounds (such as hydrated calcium aluminate; \( \text{C}_4\text{AH}_{13} \), mono-sulfate; \( \text{C}_4\text{A} \overline{\text{S}}\text{H}_{12-18} \), hydro-garnet; \( \text{C}_3\text{AH}_6 \), and non-hydrated tricalcium aluminate; \( \text{C}_3\text{A} \)) to form an additional secondary ettringite (\( \text{C}_6\text{A} \overline{\text{S}}\text{H}_{32} \)). The non-hydrated tricalcium aluminate and mono-sulfate can also react with sodium sulfate to form additional ettringite [43]. This formed mineral (ettringite) is a hydrous calcium aluminate sulfate mineral, growing typically as needle or rod-shaped crystals in the pore spaces of the concrete, and having higher water absorption capability. These highly hydrated crystalline minerals (ettringite) have a higher specific surface area with unbalanced surface charges, so they inflict bipolar water molecules attraction [9,10], and hence, the orientation of water molecules to mitigate their surface energy. This, therefore, builds up a water layer around the surface of ettringite, which in turn densifies the concrete pores.

Once the volume of the ettringite exceeds the volume of concrete pores, the further continuous growth of ettringite then generates internal stress, expressing a gap between the ettringite crystals and hydrated gel [14,45,46]. This is typically followed by the appearance of cracks and expansion of the host concrete matrix once the generated stress exceeds the tensile strength. Subsequently, a concrete UCS deterioration cooccurred [43,47], which was also in support of why the UCS of M1: 100PC cured in sulfate reduced relative to their water-cured counterparts. Conversely, a slight strength gain was recorded for the UCS of M2: 50PC-50GGBS at the end of 28 days, where the mix experienced a higher UCS value of 42 N/mm\(^2\) in sulfate, relative to its water-cured counterpart of 38 N/mm\(^2\). This, however, was not the case for the M3: 25PC-75GGBS, as the strength observation exhibited a strength gain in the range of 4-to-8 N/mm\(^2\) at all the curing ages. The strength gain associated with the incorporation of GGBS is possibly attributed to the lower quantity of portlandite produced during the cement hydration, the lower Al\(_2\)O\(_3\) of the GGBS and the reduction of non-hydrated tricalcium aluminate (\( \text{C}_3\text{A} \)) of the binder, all of which reduce the formation of ettringite. Therefore, the concrete pores were probably enough for the nucleation and growth of the ettringite in the case of M2 up to 28 days, before such a growth exerts pressure on the surrounding hydrated gels, thus, causing cracks and a strength reduction at the end of 56 days. This
explanation is also in line with the observation of M3: 25PC-75GGBS due to the further reduction in the quantity of portlandite, the quantity of non-hydrated tricalcium aluminate, and the quantity of Al₂O₃, all of which induce a small amount of ettringite, which was also in line with the X-ray diffraction pattern of several publications [7].

3.1-TSS of concretes cured in sulfate
The representative TSS values of all the concrete cylinders cured in a binary sulfate solution of sodium and magnesium sulfate over a curing period of 28 days are illustrated in Fig.7, alongside their water-cured counterparts as references.

Like the case of UCS, the TSS observation indicated that the effect of sulfate on concrete is proportional to GGBS content in the mix. The control mix (M1), which was fabricated using cement only, suffered considerably from sulfate, where the 28-day-TSS value was reduced from 5 N/mm² to 4.1 N/mm², accounting for a 0.9 N/mm² reduction in the TSS due to exposure to sulfate attack. On the contrary, only a TSS reduction of 0.1 and 0 N/mm² was monitored when 50% and 75% cement substitution percentage with GGBS was utilized, respectively. This, therefore, suggests the beneficial impact of GGBS on the residual TSS of concrete after exposure to sulfate attack, particularly at a higher cement substitution level (75%). This improvement in TSS can be credited to the lower quantity of portlandite, the lower Al₂O₃, and the reduction of non-hydrated tricalcium aluminate (C₃A) of the GGBS-based concrete matrix, all of which reduce the ettringite, thus eliminating the crack formation and concrete deterioration.

Conclusion
The main conclusions can be drawn as follows: The use of GGBS as a partial cement substitution experienced an increase in the consistency of concrete due to the poorer early hydration, the lower calcium oxide, and the lower water absorption of the GGBS-based system.

Under the water curing condition, the UCS results of concrete revealed a reduction in the
UCS as the GGBS content increases, at the early curing ages (7 and 28 days), due to the reduction in calcium oxide and the delay of the hydration. However, such a UCS reduction was compensated at 56 days, particularly for M2 (50PC-50GGBS), due to the formation of further hydrated products, which densifies the structure and thus improves the UCS.

The exposure of PC-based concrete to a sulfate solution of magnesium and sodium sulfate induces a reduction in the UCS and TSS at all the curing ages, due to the growth of ettringite. The use of GGBS as a cement substitution yielded a superior sulfate resistance, as the retained UCS and TSS of GGBS-based concrete after the immersion in sulfate solution, was higher than the strength of PC-based concrete. This superiority is attributed to the lower portlandite content, the lower Al₂O₃, and the reduced non-hydrated tricalcium aluminate (C₃A), which restricts the ettringite formation.

The limitations to this research study, which could have an impact on the authenticity of the experimentation outcomes, are the use of a single concentration of hybrid sulfate solution of magnesium sulfate and sodium sulfate, and the use of single grade of GGBS. Hence, a research studies considering the effect of different sulfate combinations and different GGBS grads, are advised for future work to overcome this deficiency.

Overall, the feasibility of developing a sustainable concrete capable of restricting sulfate attack by using GGBS as a partial cement substitution, has been confirmed in this research study. This finding may have some bearing on the current practices, and relevant to all the civil engineers who are involved in concrete technology, as this document will serve as an invaluable resource of in-depth and up-to-date information on the use of GGBS as a partial replacement of cement. The application of this type of concrete is also anticipated to alleviate the socio-economic and environmental concerns associated with the manufacturing of Portland cement, as it will reduce the total carbon dioxide emissions and the intensive energy consumption associated with concrete.
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Abstract: Soil stabilisation using cementitious materials is a promising technique for improving the mechanical characteristics and suppressing the swelling of expansive and sulfate soil. This study compares the viability of two calcium-based stabilisers (Portland cement-C and lime-L) and one MgO-based stabiliser (magnesium oxide-M) in soil stabilisation. A set of specimens produced by use of two soil materials (pure kaolin soil and artificially gypsum-dosed kaolin) at a constant stabiliser content of 10 wt\%, were examined in terms of the unconfined compressive strength (UCS), swelling and derivative thermogravimetric (DTG) analysis. Accordingly, the results revealed that Portland cement (10\%C) experienced a superior UCS of 1830 kN/m\(^2\) and expansion of 0.44\% in the absence of sulfate, whereas magnesium oxide (10\%M) outperformed both Portland cement and lime in the suppression of swelling of the artificial sulfate soil, where it induced an expansion magnitude of 1\%, relative to that of 15\% and 24\% for 10\%C and 10\%L, respectively. However, the 10\%M yielded a lower UCS (927 kN/m\(^2\)) relative to that of 2030 kN/m\(^2\) for 10\%C and 1995 kN/m\(^2\) for 10\%L in the presence of sulfate. The superiority of 10\%C in the absence of sulfate is due to its higher Si\(^{4+}\) and Al\(^{3+}\) ions, which provide the needed oxides for the nucleation of the hydrates that interlock the system. As for the dominance of 10\%M in the suppression of expansion of sulfate kaolin, it can be assigned to the restriction of the nucleation and growth of ettringite crystals owing to the unavailability of calcium ions.

Keywords: (Ettringite, Portland cement, lime, magnesium oxide, linear expansion, swelling)

Introduction

Expansive soil materials, which are distributed worldwide, is normally characterized as problematic soil due to its sensitivity to change under moisture fluctuation [1], thus inducing shrink-swell behaviour [2]. This reversible shrink-swell behaviour represents a challenging task and threatens sustainability [3], by inducing differential settlement, crack formation, and overlying structure collapse [4]. Therefore, the construction of engineering structures such as pavements and highway embankments on such soil can be destructive [5], due to its unpredictable behaviour.

To suppress the reversible shrink-swell
behaviour of the expansive soil, engineers traditionally tend to treat the available soil with cementitious materials such as calcium-based stabiliser (Portland cement and lime) due to their efficiencies in enhancing the physicomechanical properties such as the reduction of plasticity, swelling and permeability, as well as increase of shear strength, UCS, bearing capacity and durability resistance [5-8]. However, there have been some environmental concerns related to the manufacturing of calcium-based stabilisers such as the higher energy consumption (5000 MJ/t for cement and 4000 MJ/t for lime) associated with their production, with a carbon dioxide emission of 1000 and 800 kg/ton, respectively [6]. Calcium-based stabilisers also exhibit a limited efficiency in the treatment of sulfate-bearing soils due to the formation of ettringite (see equation 1) from the interaction between calcium, alumina (from soil), sulfate (from soil or groundwater), and water [7].

\[
6Ca^{2+} + 2Al(OH)_4^- + 4OH^- + 3(SO_4)^{2-} + 26H_2O \\
\rightarrow Ca_6[Al(OH)_6]_2 \cdot 3(SO_4)_3 \cdot 26H_2O \quad \text{(1)}
\]

Correspondingly, engineering researchers have investigated several techniques including double application of lime, pre-compaction mellowing, pre-treatment with barium compounds, use of sulfate resistance cement and use of agricultural and industrial by-products, to improve the properties of expansive soil and preserve the economy [8].

Recently, reactive magnesia (MgO) is gaining great attention, particularly in sulfate-bearing soils. This is probably due to its higher surface area, its higher reactivity [9], lower manufacturing temperature (700-1000°C) [10-11], and lesser energy needs (2400 MJ/t) [12], although it induces a higher carbon dioxide emissions of 1.4 ton per ton [13], relative to 0.95 tons of CO₂ for cement and 0.8 ton of CO₂ for lime [9,14]. Of course, these carbon dioxide emissions are not promising and may form the refusal of its applications. Nevertheless, Liska and Al-Tabbaa [13] conducted a research study on MgO and reported that MgO can reach a 71% carbonation, suggesting the reduction of CO₂ from 1400 to 420 kg/ton.

Concerning the research studies on the effect of magnesium oxide (M), Seco et al., (2011) [15] carried out a comparative study between magnesium oxide and other pozzolans (including coal bottom ash, rice husk ash, steel fly ash and lime among others) in the stabilisation of expansive soil. The results revealed a superior swelling performance in the case of magnesium oxide at a binder dosage of 2%, while lime induced a lower swelling magnitude at a binder content of 4%. Li et al., (2019) [11] investigated the efficiency of lime, Portland cement, and magnesium oxide on the
stabilisation/solidification of heavy metals-contaminated soils and concluded that no single binder can be effective for all the heavy metals, thus the choice of binder is a site-specific problem. Li et al., (2020) [16] compare MgO-activated ground granulated blast-furnace slag (MgO-GGBS) with cement on the swelling suppression of sulfate soil and observed a better swelling behaviour and superior residual strength after soaking in water for the case of MgO-activated GGBS, which was in line with [9,12,17-24]. So far, however, there is a lack of comparative studies between quicklime, Portland cement and magnesium oxide on the stabilisation of both non-sulfate and sulfate-bearing soil.

To this end, the key aim of this research was to determine the optimum binder (among Portland cement, lime, and magnesium oxide) in terms of both UCS and expansion kaolin soil in the presence and absence of gypsum.

**Methodology**

**1- Materials**

The raw materials used in this study included kaolin soil (K), gypsum (G), Portland cement (PC), lime (L) and magnesium oxide (M). Table 1 and Table 2 outline the oxide and physical characteristics of the raw materials, respectively, whereas Fig.1 plots the results of sieve analysis for the raw materials.

<table>
<thead>
<tr>
<th>Oxides</th>
<th>K</th>
<th>C</th>
<th>L</th>
<th>M</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaO</td>
<td>0.01</td>
<td>61.5</td>
<td>71.6</td>
<td>-</td>
</tr>
<tr>
<td>MgO</td>
<td>0.21</td>
<td>3.54</td>
<td>0.58</td>
<td>&gt;98</td>
</tr>
<tr>
<td>SiO$_2$</td>
<td>47.3</td>
<td>18.8</td>
<td>0.67</td>
<td>-</td>
</tr>
<tr>
<td>Al$_2$O$_3$</td>
<td>35.9</td>
<td>4.77</td>
<td>0.07</td>
<td>-</td>
</tr>
<tr>
<td>Na$_2$O</td>
<td>0.07</td>
<td>0.02</td>
<td>0.02</td>
<td>-</td>
</tr>
<tr>
<td>P$_2$O$_5$</td>
<td>0.01</td>
<td>0.1</td>
<td>0.03</td>
<td>-</td>
</tr>
<tr>
<td>Fe$_3$O$_4$</td>
<td>0.7</td>
<td>2.87</td>
<td>0.05</td>
<td>-</td>
</tr>
<tr>
<td>Mn$_2$O$_3$</td>
<td>0.02</td>
<td>0.05</td>
<td>0.02</td>
<td>-</td>
</tr>
<tr>
<td>K$_2$O</td>
<td>1.79</td>
<td>0.57</td>
<td>0.01</td>
<td>-</td>
</tr>
<tr>
<td>TiO$_2$</td>
<td>0.02</td>
<td>0.26</td>
<td>0.01</td>
<td>-</td>
</tr>
<tr>
<td>V$_2$O$_5$</td>
<td>0.01</td>
<td>0.06</td>
<td>0.02</td>
<td>-</td>
</tr>
<tr>
<td>BaO</td>
<td>0.07</td>
<td>0.05</td>
<td>0.01</td>
<td>-</td>
</tr>
<tr>
<td>SO$_3$</td>
<td>0.01</td>
<td>3.12</td>
<td>0.19</td>
<td>-</td>
</tr>
<tr>
<td>LOI</td>
<td>0.1</td>
<td>4.3</td>
<td>27.4</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Properties</th>
<th>K</th>
<th>C</th>
<th>L</th>
<th>M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulk density (kg/m$^3$)</td>
<td>-</td>
<td>1400</td>
<td>480</td>
<td>-</td>
</tr>
<tr>
<td>Specific gravity (Mg/m$^3$)</td>
<td>2.14</td>
<td>3.15</td>
<td>2.82</td>
<td>3.58</td>
</tr>
<tr>
<td>pH Value</td>
<td>5.37</td>
<td>13.41</td>
<td>12.62</td>
<td>11.90</td>
</tr>
<tr>
<td>Colour</td>
<td>White</td>
<td>Grey</td>
<td>White</td>
<td>White</td>
</tr>
</tbody>
</table>
The kaolin (K) used was an industrial kaolin soil, sourced from PotteryCrafts Ltd, Stoke-on-Trent, UK. It has a liquid limit, plastic limit, and plasticity index of 56.7%, 33.3%, and 23.4%, respectively. Therefore, the kaolin was characterized as a medium-graded sandy SILT.

The gypsum (G) used was a calcium sulfate dihydrate and has a physical form of white powder; it was obtained from Fisher Scientific Ltd, Loughborough, Leicestershire, UK. The gypsum was used to prepare an artificial gypsum-bearing soil, based on the premise of being the most typical source of sulfate type encountered in natural sulfate-bearing soils.

The cement (C) used was a commercially available CEM-I Portland cement having grey colour; it was produced in line with BS EN 197-1: 2011 [25], and supplied by Large Cement, UK. The utilization of this type of cement in this study can be credited to its traditional recognition in the treatment of clay soils.

The lime (L) used was in the form of off-white quicklime with a relative density of 3.31: it was sourced from Tarmac Cement and Lime Company, Derbyshire, Derby, UK. The choice of adopting quicklime in this study is attributed to its relatively higher calcium content, facilitating the faster drying of moisture content within soil and in turn enables the best degree of soil stabilisation [26-29].

The magnesium oxide (M) used was a commercial reactive magnesia having a physical form white powder; it was obtained from Fisher Scientific Ltd, Loughborough, Leicestershire, UK.

2- Mix proportions

The mix configurations (see Table 3) evaluated in the laboratory experimentations involved using; 1) two soil materials including pure kaolin soil and gypsum kaolin soil; 2) three different binders (Portland cement, lime, and magnesium oxide); and 3) fixed moisture content of 31%.

Table 3: Mix compositions of designed soil mixes stabilised with different binders.

<table>
<thead>
<tr>
<th>Design code</th>
<th>Target soil materials (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>KKG-10%L</td>
<td>K 100</td>
</tr>
<tr>
<td>KKG-10%C</td>
<td>K 100</td>
</tr>
<tr>
<td></td>
<td>G 0</td>
</tr>
</tbody>
</table>
For clarity, the mix design code comprised of kaolin (K), gypsum (G) and the binder (C for Portland cement, L for lime or M for magnesium oxide), of which G, C, L and M proceeded by a number, representing the solid amount. The gypsum content displayed in the design code denotes the gypsum percentage by the total mass of gypseous kaolin, while the stabilizer amount represents the stabilizer dosage by the total mass of dry soil materials.

The gypseous kaolin was prepared by blending kaolin soil with 9 wt% of gypsum in a dry form. The choice of adopting pure kaolin and gypseous-bearing kaolin soil was due to; 1) the homogeneity of kaolin soil, as it simplifies the understanding of the interactions; 2) the relatively higher alumina content of kaolin, as it enables the nucleation of relatively higher ettringite quantity; 3) the gypsum is the commonly encountered source of sulfate in natural sulfate soil; and 4) the gypsum content of 9%, was the worst sulfate concentration for ettringite nucleation [6,8,14,30]. The purpose of using three binders was to select the optimum binder in the presence and absence of sulfate. As for the adoption of 31% moisture content, which was equal to 1.1 of the corresponding standard proctor optimum condition, it was because the soil is always compacted wet of moisture to actualize the best durability performance [6,8,14,30]. In addition, it was not found necessary to establish the optimum moisture content (OMC) for each system due to the time-consuming nature of proctor test and the impracticability of establishing the OMC for each mix [30].

### 3- Specimen preparation

A total of 11 stabilized samples were produced for each mix. Two of these samples were used for simulating the swelling behaviour, whereas nine samples were used for evaluating the UCS after 7, 28 and 90 days of moist curing. For each specimen, adequate quantity of dry materials, as per the mix composition outlined in Table 3, capable of manufacturing stabilised sample with dimensions of 50 mm in diameter and 100 mm in height, were blended in dry form using a mixer for 3 minutes. Hereafter, the moisture content was added, and the mixing was continued for further three minutes to ensure the homogeneity of the
mixture. Consequently, the semi-paste was accommodated into a steel mould and compacted by use of a jack in aid of a steel frame as detailed in [6]. At the end of three minutes for specimen stability, the stabilized sample was extruded by use of a plunger, wrapped in a cling film, and stored in a plastic container at 20 ± 2, allowing for moist curing.

4- Testing method

4.1- UCS

The UCS test was conducted, in line with BS EN ISO 17892-7: 2018 [31], on three samples per mix after each of the prescribed moist curing periods (7, 28 and 90 days). Three specimens were axially compressed using a Hounsfield Testing Machine (see Fig. 2) at a displacement ratio of two mm per minute. The average of the UCS of three specimens was calculated and used as the representative UCS.

4.2- Swelling

The swelling behaviour (linear expansion) was conducted on two samples per mix composition, in accordance with BS EN 13286-49: 2004 [32], using Perspex cells (see Fig.3), as commonly adopted in the literature [6, 8, 14, 33-35].

![Fig.2](image1.png)

**Fig.2:** The 10kN capacity Hounsfield compression machine.

![Fig.3](image2.png)

**Fig.3:** The Perspex cell set-up used for the vertical displacement (swelling) measurement. Immediately, after seven days of moist curing, about ten mm of the upper and bottom part of the stabilized samples were unwrapped and accommodated separately in the Perspex cell as shown in Fig.4.
Afterwards, the dial gauge was adjusted to zero, and the water was added through the inlet until the bottom ten mm part of the samples was soaked in water, allowing for expansion. This water height was used for the reason that it was adopted in several publications [33–35]. Subsequently, the dial gauge reading was monitored periodically, and the ratio (%) of dial gauge reading (mm) to the original height (100 mm) of the specimens was calculated randomly through a prolonged water soaking period of 200 days. Finally, the mean vertical movement (linear expansion value) of the two stabilized samples was then calculated and represented as the linear expansion (swelling) magnitude of the mix.

4.3- Derivative thermogravimetric analysis

The derivative thermogravimetric (DTG) analysis was carried out from 20±5 °C up to 1000 °C. The analysis was run at a heating ratio of 20 °C/min and under an argon environment using a TGA55 kit shown in Fig.5. The specimen used for the analysis was taken from the fractured 7-day UCS specimens and after being dried with the aid of silica gel in a desiccator at a temperature of 40 °C, in order to prevent hydration.

Results and discussion

1- UCS performance

Fig.6 illustrates the UCS evolution over a moist curing period of up to 90 days for pure and gypseous kaolin soil stabilized with 10%C, 10%L, and 10%M.
In general, there was a gradually increasing strength trend over 90 days of moist curing, suggesting the continuous development of hydrates, and indicating that the samples followed the typical UCS trend of soil stabilization [6,8,14,33-35]. The display of strength development in a 10%C-based system is commonly assigned to cement hydration, which forms hydrates such as calcium silicate hydrate (C-S-H) and calcium aluminate hydrate (C-A-H). These hydrates crystalline with time and interlock the soil system [36]. As for the 10%L and 10%M-based systems, the UCS development is because of the cation exchange, flocculation, and agglomeration of soil particles) as well as the pozzolanic reactions [6,7,37]. These reactions, therefore, form a stiff matrix and increase the robustness against loading, thus increasing the strength performance [30].

In the non-attendance of gypsum, the result revealed that the stabiliser domination with respect to the highest UCS was in the order of 10%C>10%L>10%M, where the 90-day UCS was 1830, 839 and 793 kN/m², respectively. This, therefore, suggests the superiority of 10%C on the expense of 10%L and 10%M in the stabilization of non-sulfate soil. The possible explanation for the cement superiority is the higher amount of Si^{4+} and Al^{3+} ions of the cement-based system [38], which provide the needed oxides for the nucleation and growth of hydrated products that are responsible for strength evolution [39]. The presence of unconsumed portlandite in L-based and brucite in M-based system, as detected in the DTG curves (detailed later), is also a contributing factor to the superiority of cement, as these two minerals coat the soil particles, postponing the dissolution of soil minerals [40], delaying the pozzolanic reactions, and reducing the cohesion of the system [41]. In addition, the nucleation of ettringite in C-based system due to the reaction between gypsum, tricalcium aluminate and water is another contributing factor for the superiority of cement. The strength enhancement induced by the formation of ettringite occurs through; 1) the porosity reduction owing to the ettringite
growth which fill the voids; 2) the dewatering of the system owing to higher water absorption of the ettringite; and 3) the interlocking of the system owing to the growth of ettringite crystals surrounding the soil particles \([6,30,42,43]\). As for the better UCS induced by lime relative to magnesium oxide, this could be assigned to the lower reactivity of the magnesium oxide which is known to be a contributor to the performance of the magnesium oxide-based system \([8]\).

In the presence of gypsum (sulfate), the UCS observations revealed that across all the formulations, the UCS of gypseous kaolin also outperformed their counterparts of pure kaolin at all the curing ages, and such superior performance, was more pronounced in specimens stabilized with calcium-based stabilizer (L and C). In this context, the stabilizer domination was in the sequential order of \(10\%C > 10\%L > 10\%M\), where \(10\%C\) experienced the highest 90-day UCS of 2030 kN/m\(^2\), relative to that of 1995 kN/m\(^2\) for \(10\%L\) and 927 kN/m\(^2\) for \(10\%M\). With further in-depth, however, it can be inferred that the positive effect of sulfate was not consistent across all the formations, where lime-based specimens experienced the greatest UCS gain of 1156 kN/m\(^2\), representing a strength gain ratio of about 140% relative to its stabilized none-sulfate counterpart, whereas \(10\%C\)- and \(10\%M\)-based specimens yielded a UCS gain of 200 and 130 kN/m\(^2\), accounting for a strength gain ratio of about 11% and 16% relative to their stabilized none-sulfate counterparts, respectively. To the best experience of the authors, the strength gain induced by the presence of sulfate in specimens stabilized with calcium-based stabilizer is because of the variation in the quantity of formed ettringite, which depends on the amount of lime, sulfate, alumina, and water of the system \([14]\). As for the slight strength gain of \(M\)-based specimen in the presence of sulfate, this could be accredited to the proper particle distribution and the introduction of calcium ions (from gypsum), of which the latter is expected to induce fabric modification due to cation exchange \([8]\).

2- Linear expansion

Fig.7 displays the average linear expansion plots over a prolonged water soaking period of 200 days for kaolin samples stabilised with a single binder of \(10\%C\), \(10\%L\) and \(10\%M\). Like the case of UCS, the specimen stabilized with cement (K9G-10\%C) exhibited the best (lowest) expansion magnitude of 0.44%, followed by K0G-10\%M and K0G-10\%L with an expansion magnitude of 0.66% and 4%, respectively. The reduction induced by \(C\), \(L\) or \(M\) is already described in previous publications as a result of two reaction mechanisms; 1) fabric
modification due to cation exchange, and flocculation and agglomeration of soil particles; and 2) the nucleation and growth of hydrates such as C-S-H, C-A-H, and M-S-H due to the pozzolanic reactions between the soil and the cementitious materials [7,8,14,44-48].

expansion is possibly due to the faster hydration process, as it induces higher earlier UCS. The higher strength prevents the reorientation of soil particles and the enlargement of inter-particle pore spacing, of which the latter induces a reduced sorptivity [49]. As for the dominance of 10%M over 10%L, this can be assigned to the fineness of MgO, and the degree of saturation of the stabilized matrix [8]. The extreme fineness of MgO enables homogeneity of MgO distribution and eases the ion migration within the system. This improvement in ion distribution facilitates a proper fabric modification, thus reducing the repulsion force between soil particles and eventually minimizing the water adsorption of soil particles [8,14]. The higher saturation level of K9G-10%M, which is anticipated to be higher than the K9G-10%L because of the exothermic reaction of CaO, is also deemed to be a contributor to the superiority of 10%M over 10%L. This is because the higher saturation degree improves the water pore interconnection within the system [26], thus a homogenous and accelerated ion migration has occurred, and thereby lesser capillary forces are exerted through the rise of water within the stabilized samples.

In the presence of gypsum, the stabilizer domination order, however, was changed, where 10%M yielded the lowest expansion of

Fig.7: Linear expansion plots of a) pure kaolin and b) gypseous kaolin specimens, made with cement, lime and magnesium oxide. The superiority of 10%C on the expanse of 10%L and 10%M in the restriction of
1%, relative to that of 15% and 24% experienced by gypseous specimen stabilised with cement (K9G-10%C) and lime (K9G-10%L), respectively. With further in-depth, however, it can be inferred that the negative effect of sulfate was not consistent across all the formations, where lime-based specimens experienced the greatest swelling gain of 27%, representing a swelling gain ratio of about 140% relative to its stabilized none-sulfate counterpart, whereas 10%C- and 10%M-based specimens yielded a swelling gain of 14.5% and 0.4%, respectively. The difference in the swelling trend can be credited to the concentration of ettringite crystals grown during the reaction [30], which was reinforced by the DTG curve (discussed later). These produced minerals grow in pores as a needle or rod-shaped crystals and have a high-water absorption capability [6]. On the continuous growth of ettringite crystalles, internal stress is generated once these minerals intersected with each other or with soil particles, causing cracks and expansion of the stabilized system, and such an expansion is proportional to the amount of ettringite formed.

3- Derivative thermogravimetric analysis
The 7-day derivative thermogravimetric (DTG) of pure kaolin and gypseous kaolin samples made with 10%L, 10%C and 10%M are plotted in Fig.8, alongside demonstrative notes for the causativeness of the key peaks.

Fig.8: The 7-days DTG curves of pure kaolin and gypseous kaolin samples, made with 10% of cement, lime and magnesium oxide. On the 7 days of moist curing, the pure kaolin specimen revealed the presence of a major endothermic peak at a temperature of 400-700°C due to the decomposition of kaolinite minerals [37]. On the use of 10%L, 10%C, and 10%M for the stabilization of gypseous kaolin (K9G-10%L), the DTG analysis exhibited four additional peaks; 1) the first peak at 50-100°C owing to the dehydration of ettringite [6]; 2) the second peak at a temperature range of 100-200°C due to the dehydration of moisture content of gypsum crystallization [30]; 3) the third peak at 350-450°C due to the decomposition of brucite [8]; and 4) the fourth peak at 400-500°C due to the decomposition of portlandite [6]. By comparing the height of ettringite peaks, it was apparent that the ettringite mineral was only
formed in gypseous kaolin specimens stabilized with a calcium-based stabilizer, and such a mineral was more pronounced in the case of K9G-10%L. This was also confirmed by the higher gypsum peak, both of which are in support of why K9G-10%L yielded a superior UCS gain in the presence of sulfate. Apart from ettringite and gypsum peaks, portlandite and brucite peaks were also detected in K9G-10%L and K9G-10%M, respectively, indicating the incomplete consumption of lime and magnesium oxide through the fabric modification, which in turn indicates the surplus of both binders. This surplus binder content is not favorable, as it prevents the dissolution of soil, delays the pozzolanic reactions, and reduces the cohesion of the system. Therefore, this is in partial support of why lime and magnesium oxide yielded a lower UCS relative to cement, particularly in the absence of sulfate.

Conclusions
The main conclusions of the experimental investigations of this research can be illustrated as follows:
Stabilisation of pure kaolin using Portland cement yielded the highest UCS and lowest linear expansion, relative to both lime and magnesium oxide. This is due to the higher concentration of Si$^{+4}$ and Al$^{+3}$ ions of Portland cement, which provide the needed oxides for the nucleation and growth of hydrates that are main responsible for the interlocking of the system.

The presence of sulfate (gypsum) in kaolin soil stabilised with calcium-based binders (Lime and Portland cement) yielded an increase in the UCS and linear expansion due to the formation of ettringite, and such an increase was more pronounced in samples stabilized with quicklime.

The utilisation of MgO in the stabilisation of gypsum-dosed kaolin soil experienced the lowest unconfined compressive strength and the lowest linear expansion magnitude due to the restriction of ettringite.

The limitations of the current research study that may have an influence on the generalisation of the experimentation results of this research study, are the use of artificial gypsum-dosed soil, the use of a constant moisture level, and the use of a single source of sulfate (gypsum). Therefore, to enable the generalisation of the outcomes emerged from the laboratory experimentations conducted on the semi-processed industrial soil, research studies concerning the use of different natural soils, different sources of sulfate, and different moisture contents are recommended for future work to overcome this deficiency.

Overall, the use of MgO or cement experienced superior effectiveness in the inhibition of
swelling of non-sulfate kaolin, whereas only the MgO demonstrated an accepted swelling in the existence of gypsum. This finding may have some bearing on the current practices, and relevant to all the engineers involved in soil stabilisation and suppression of ettringite-induced expansion, as this document will serve as a helpful resource of in-depth information on soil stabilisation.

Arabic section:

العنوان: دراسة تثبيت التربة بواسطة المواد البالغة الاسمدة على الكالسيوم والمغنيسيوم.

المؤلفون: منصور إينعيلح، جون كيتوتيا، جوناثان أولي، أسماء محمد.

الكمات المفتاحية: (الزنك، الأمونيوم، الجير، الجير الجيري، أكسيد القصدير، المغنيسيوم، التفكك الخطي، الانتشار).

المضمون: بعد تثبيت التربة باستخدام المواد البالغة الاسمدة تقنية واعدة لتحسين الخصائص الميكانيكية وفعالية سبل الانتشار والانتماك للتراث المتغيرة والكريستالية. يقارن هذه الدراسة جودة أشياء من الالكماي في المغنيسيوم ومثبت قائم على المغنيسيوم في تثبيت التربة. تم تصنيف مجموعة من الالكماي باستخدام مادتين من مواد التربة المثبتة (الكلورين السائل، والكلورين الموجب) ومعتمد روابط تابثة (10%) ومن ثم تم تقدير هذه الالكماي من ناحية مقاومة الضغط والتوسع الخطي (الانتشار) والتحليل الجرافي الورني. تقول النتائج أن الأكسيد المغنيسيوم أعلى أسعار منفوذ من ناحية فوق الضغط والتوسع الخطي في غياب الكبريتات، بينما تقول أكسيد المغنيسيوم على كل من الأكسيد المغنيسيوم والجرب الجيري في قمع التمضك الخطي في وجود الكبريتات، على الرغم من أنه أصغر من مقاومة ضغط ضعيفة بالمقارنة بالأكسيد المغنيسيوم والجرب الجيري. نقول الأكسيد في غياب الكبريتات يرجع سبب الارتفاع كمية السيليكا والألومنيا التي تتوفر الأكسيد اللازمة لتكوين هيدرات سيليكات الكالسيوم وهيدرات ألومنيا الكالسيوم التي تلعب دورا حيويا في ربط النظام. أما بالنسبة لتفوق أكسيد المغنيسيوم على الأكسيد والجرب.
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Abstract: Chemical soil stabilisation, a conventional soil treatment technique, is a function of several variables including the mineralogical compositions of soil, the oxide contents of the stabiliser, the sulfate concentration of soil, and the water content used for compaction, among other variables. This paper reports an experimental study investigating the impact of variation in the moisture compaction content, mixing method and specimen size on sulfate soil stabilisation with the co-addition of lime (L) and silica fume (S). A series of artificially gypsum-dosed kaolin specimens were prepared using a binder composition of 3L-7S, two different moisture contents (31 and 33%), two different mixing methods (dry mixing method-DM and slurry mixing method-SM) and two different specimen dimensions; one with 100 mm in height and one with 19 mm in height. Thereafter, a set of physico-mechanical engineering tests including the unconfined compressive strength (UCS) test, linear expansion test and swelling potential test were conducted to examine their physical and mechanical behaviour. The finding of this study indicated that the use of SM instead of DM induced a compromise on both the expansion and UCS performance due to the clumping and the heterogeneity of the formed hydrates. As for the moisture content variation, the result showed that the higher moisture content of 33% yielded a better expansion and lower UCS performance due to the enlargement of voids which reduces the robustness against loading and facilitates the accommodation of ettringite.

Keywords: (Ettringite, soil stabilisation, calcium-based stabiliser, compressive strength, expansion)

Introduction

Soils specifically those comprised mainly of clay minerals, in their natural state, are typically characterised as weak and low-grade construction materials with a reversible shrink-swell behaviour [1], as their properties are influenced by the variation of moisture content [2]. Hence, the construction of engineering structures on such soil is a challenging task and can be harmful [3], facilitating crack formation, differential settlement, and sudden failure due to their changing behaviour [4], thus inducing economic concerns. For example, the annual damage cost associated with the reversible
shrink-swell behaviour of expansive soil exceeds £400 million in the UK [5], and 15 billion in the USA [6]. However, replacement of the sub-grade layer with high-bearing capacity soil is considered costly and time-consuming [7]. For this reason, engineers tend to stabilise and improve the physico-mechanical properties of the local soil materials by using cementitious materials including calcium-based binders such as lime (quicklime or hydrated lime) and Portland cement, of which lime is the most preferred binder [8], due to its effectiveness in the stabilisation of soil, and its lesser price related to Portland cement. The use of lime in soil improves the physico-mechanical properties through two key reaction mechanisms: short-term reactions (including cation exchange and flocculation and agglomeration of soil particles), and long-term reactions (pozzolanic reactions) [9]. Upon the addition of hydrated lime to the soil in the presence of moisture, the hydrated lime first dissolves into calcium ions (Ca\(^{2+}\)) and hydroxide ions (OH). The Ca\(^{2+}\) ions fix to the outer surface of soil particles, substituting the exchangeable cations through replaceability order of Na\(^+\)<K\(^+\)<Mg\(^{++}\)<Ca\(^{++}\), in which higher valence cations substitute those lower valence cations [10]. This cations substitution balances the electronic charge of soil particles, induces flocculation of soil particles [11], and promotes different particle arrangements [12]. Besides, the hydroxide ions (OH) cause a significant increase in the alkalinity value up to (pH=12.4), thus creating a corrosive alkaline environment, which in turn aids the aluminate and silicate sheets of soil particles to release silica and alumina ions. This, thereafter, initiates the pozzolanic interactions between the Ca\(^{2+}\) from the binder, silica and alumina from soil, and water, thereby, forming hydrates such as calcium silicate hydrate (C-S-H), and calcium aluminate hydrate (C-A-H). These hydrates interlock and improve the physico-mechanical properties of the soil-lime mixture. However, in the presence of sulfate, an alteration in the reaction mechanism occurs due to the formation of ettringite from the reaction between calcium, alumina, sulfate, and water [13]. This mineral is an issue in sulfate soil stabilisation, as it induces a massive expansion [14]. Apart from that, lime production requires enormous energy (4000 MJ per tonne) [15], with corresponding carbon dioxide emissions of 800 kilograms per tonne released to the atmosphere [14]. Therefore, the use of industrial by-products (pozzolans) such as silica fume, has been recently encouraged due to its pozzolanic reactivity and its superior efficiency in the restriction of the swelling of gypsum-bearing soils [14, 16-26]. In the literature, Ghorbani et al., 2015 [17]
observed a significant swelling reduction by using a binary blend of lime-silica fume (L-S) as a stabiliser for gypsum-based sandy soil with a gypsum content of 25%. Ebailila et al., [14] examine the viability of L-S blends at different binder contents on the suppression of artificial gypseous kaolin and concluded that a 3L-7S is the optimal bended combination for restricting the nucleation of ettringite in kaolin soil made with the gypsum concentration of 9%. Recently, Ebailila et al., 2022 [26] compares the efficiency of 3L-7S with that of a binary binder containing 3% lime and 7% ground granulated blast-furnace slag (3L-7GGBS) on the expansion of gypseous kaolin. This study concluded that both blended binders (3L-7GGBS and 3L-7S) are effective in sulfate soil stabilisation, of which 3L-7GGBS was the optimum for the UCS while the 3L-7S was the best for the expansion.

Given the description above, it can be stated that the use of L-S in sulfate soil stabilisation is beneficial. However, studies concerning the effect of moisture content, mixing method and sample size variation on sulfate soil treated with the co-addition of Lime and silica fume, are still insufficient. Therefore, complementary to the existing knowledge, this study aimed at examining the co-effect of L-S on gypseous kaolin specimens made with different mixing methods, different moisture contents and different specimen sizes, to propose the optimum mixing and optimum moisture compaction condition. To do so, a set of samples mixed using different moisture contents (31% and 33%) and different mixing methods and produced with different dimensions, were evaluated in terms of the UCS, linear expansion and swelling potential.

**Methodology**

1- **Materials**

The raw materials used in this research included one target soil material (artificial gypseous kaolin soil-K9G made from Kaolin-K and gypsum-G), two cementitious materials (lime-L and silica fume-S) and tap water. **Table 1** and **Table 2** show the oxide and physical properties of the raw materials, respectively, whereas **Fig. 1** and **Fig. 2** present the x-ray diffraction of kaolin and the sieve analysis results of the raw materials, respectively.

**Table 1**: Oxide characteristics of the raw materials.

<table>
<thead>
<tr>
<th>Oxides</th>
<th>K</th>
<th>L</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaO</td>
<td>&lt;0.01</td>
<td>71.56</td>
<td>0.2</td>
</tr>
<tr>
<td>MgO</td>
<td>0.21</td>
<td>0.58</td>
<td>0.1</td>
</tr>
<tr>
<td>SiO₂</td>
<td>47.32</td>
<td>0.67</td>
<td>98.4</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>35.96</td>
<td>0.07</td>
<td>0.2</td>
</tr>
<tr>
<td>Na₂O</td>
<td>0.07</td>
<td>&lt;0.02</td>
<td>-</td>
</tr>
<tr>
<td>P₂O₅</td>
<td>0.12</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>0.69</td>
<td>0.05</td>
<td>0.01</td>
</tr>
<tr>
<td>Mn₂O₃</td>
<td>0.02</td>
<td>0.02</td>
<td>-</td>
</tr>
<tr>
<td>K₂O</td>
<td>1.8</td>
<td>&lt;0.01</td>
<td>0.2</td>
</tr>
<tr>
<td>TiO₂</td>
<td>0.02</td>
<td>&lt;0.01</td>
<td>-</td>
</tr>
<tr>
<td>V₂O₅</td>
<td>&lt;0.01</td>
<td>0.02</td>
<td>-</td>
</tr>
<tr>
<td>BaO</td>
<td>0.07</td>
<td>&lt;0.01</td>
<td>-</td>
</tr>
<tr>
<td>SO₃</td>
<td>0.01</td>
<td>0.19</td>
<td>0.1</td>
</tr>
<tr>
<td>LOI</td>
<td>0.1</td>
<td>27.4</td>
<td>0.5</td>
</tr>
</tbody>
</table>
Table 2: Physical properties of the raw materials used in this study.

<table>
<thead>
<tr>
<th>Properties</th>
<th>K</th>
<th>L</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulk density (kg/m³)</td>
<td>-</td>
<td>480</td>
<td>300</td>
</tr>
<tr>
<td>Particle density (Mg/m³)</td>
<td>2.1</td>
<td>2.82</td>
<td>3.15</td>
</tr>
<tr>
<td>pH Value</td>
<td>5.37</td>
<td>12.62</td>
<td>7</td>
</tr>
<tr>
<td>Colour</td>
<td>White</td>
<td>White</td>
<td>White</td>
</tr>
</tbody>
</table>

The K9G was prepared by mixing industrial kaolin soil (K) with 9%, by the dry weight, of gypsum (G) in a mixer for about 3 minutes, as commonly adopted for sulfate soil stabilisation-based research [13,14]. The K used was in the texture form of white powder and was sourced from PotteryCrafts Ltd., Stoke-on-Trent, UK. The XRD analysis revealed that K is composed of kaolinite minerals and quartz, while the sieve analysis indicated that K composes of 12% clay, 60% silt and 28% sand. The characterisation tests indicated that the K has a liquid limit (LL), plastic limit (PL) and plasticity index (PI) of 56.7%, 33.3% and 23.4%, respectively, so the K is classified as a medium-graded sandy SILT.

The G used was a calcium sulfate dihydrate with a white powder form; it was acquired from Fisher Scientific Ltd., Loughborough, Leicestershire, UK. The L used was quicklime with an off-white powder form and calcium oxide percentage of 71%; it was sourced from Tarmac Cement and Lime Company, Buxton Lime and Powders, Derby, UK. As for the S, it was a commercially reactive micro-silica with a light grey powder form and silicon dioxide...
concentration of 98.4%; it was sourced from Tarmac Cement and Lime Company, Buxton Lime and Powders, Derbyshire, Derby, UK.

2- Mix design
To evaluate the independent role of the variation in the moisture compaction content, mixing method and specimen dimensions on sulfate soil stabilisation with the co-addition of lime and silica fume binder, the methodology of this research study involved using; 1) one target soil material (artificial gypseous kaolin-K9G); 2) a constant blended binder content (10% by the weight of the target soil material); 3) a constant blended binder composition (lime-silica fume) of 3L-7S; 4) two different moisture compactions contents; 5) two different mixing methods; and 6) two different specimens.

The blended binder composition was made of 30% lime and 70% silica fume, in line with the previous study [14]. The moisture compaction contents adopted were 31% and 33%, corresponding to 1.1 and 1.2, respectively, of the corresponding standard proctor optimum compaction condition. This was selected; 1) to ensure the soil material is compacted wet of OMC, as it is the typical condition for soil compaction in practice to actualise the best durability behaviour [13,14], and 2) to determine the optimum moisture compaction condition for the sulfate soil. The two mixing methods selected were mainly the dry mixing method (denoted as DM) and the slurry mixing method (denoted as SM), which differ in terms of the order of the mixing procedure. For the case of dry mixing method (DM), all the dry raw materials were firstly mixed in a dry form for about 3 minutes before the predetermined moisture content was steadily introduced and the mixing was restarted for additional three minutes, preparing for the compaction process. However, in the case of slurry mixing method (SM), firstly, the binder and water were mixed for three minutes, before the artificial gypseous soil was poured and the mixing was continued for further three minutes, preparing for the compaction process. Therefore, in total, the detailed mix proportions of the sulfate-bearing kaolin soils stabilised with the co-addition of lime and silica fume at a constant binder content examined in the experimentations can be summarised in Table 3.

As for the two different specimens, they were fabricated in a cylindrical form with different dimensions. The first one (referred to as a jack-compacted specimen) was cast using a prefabricated mould with internal diameter of 50 mm and internal height of 100 mm and compacted using a manual jack. This kind of specimen was used to evaluate the linear expansion behaviour using Perspex cells in line with [13,14] and the UCS performance at the
end of 7, 28 and 90 days of moist curing. The second specimen (referred to as a ring-shaped specimen) was compacted using similar procedure to that of proctor compaction test and extruded manually in a miniaturized cylinder with a diameter of 76.2 mm and height of 19 mm, corresponding to the initial dimensions of the ring of the standard one-dimensional odometer apparatus. This was used to evaluate the swelling potential of the control mix (K9G–3L7S–1.1MC–DM) using a standard one-dimensional odometer.

**Table 3**: Mix compositions of artificially gypseous kaolin specimens treated with lime-silica fume blend at a constant stabiliser content of 10% by the total weight of the soil materials.

<table>
<thead>
<tr>
<th>Elaborated abbreviation</th>
<th>Mix compositions (%)</th>
<th>Target material</th>
<th>Binder</th>
<th>MC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>K</td>
<td>G</td>
<td>L</td>
</tr>
<tr>
<td>K9G–3L7S–1.1MC–DM</td>
<td>91 9 3 7 31</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K9G–3L7S–1.1MC–SM</td>
<td>91 9 3 7 31</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K9G–3L7S–1.2MC–DM</td>
<td>91 9 3 7 33</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>This was considered a control mix</td>
</tr>
<tr>
<td>An SM was used, as against to DM for the control</td>
</tr>
<tr>
<td>A 1.2 Mc was used, as against 1.1MC for the control</td>
</tr>
</tbody>
</table>

### 3.1- Jack-compacted specimen

A total of 11 jack-compacted cylinders with an outer diameter of 50 mm and height of 100 mm were fabricated for each of the mix compositions outlined in Table 3. Two of these specimens were employed for measuring the linear expansion, while the nine specimens were utilised for evaluating the UCS after 7, 28 and 90 days of moist curing. For each specimen, after mixing the raw ingredients as per the selected mix design outlined in Table 3, the semi-paste mixture was placed into the mould and compacted by means of a jack wherein a compression force was applied in aid of a steel frame as photographed elsewhere [14]. Hereafter, the samples were kept in the mould for about three minutes, permitting the stability of samples. Consequently, the specimens were extruded using a plunger, and wrapped individually in several runs of cling film to reduce moisture evaporation and carbonation, as well as regulate humidity, in line with [13,14]. Eventually, the compacted samples were further kept in a sealed plastic container and stored in the laboratory at 20±2°C, allowing for moist curing until the date of testing.

### 3.2- One-dimensional odometer specimen

Two ring-shaped specimens were prepared in this study for the control mix to evaluate the swelling potential and form a relationship.
between the linear expansion and the standardised swelling methods (ASTM D4546). For each specimen, all the dry raw materials, as per the mix composition outlined in Table 3, were firstly mixed in a dry form for three minutes, before the moisture was included and the mixing was continued for extra three minutes. Thereafter, the semi-paste was poured into the proctor compaction mould (with height of 116 mm and diameter of 102 mm) in three layers, of which each layer was compressed by the application of 25 using a 2.5 kg rammer. Subsequently, the ring-shaped sample was extruded by pushing the ring of the oedometer device into the compacted mixture, wrapped and stored under a similar condition to that of jack-compacted specimens for 7 days of moist curing.

4- Testing method

4.1- UCS

The UCS test was conducted on three specimens per mix composition at the end of 7, 28 and 90 days of moist curing. The test was operated in accordance with [27], using a Hounsfield compression machine equipped with a self-levelling device to guarantee a uniaxial load application. The load application was performed at a continuous compressed strain ratio of two mm per minute, and the average value of the three specimens was adopted as the presentative UCS.

4.2- Linear expansion

The linear expansion was conducted, in line with DS EN 13286-49: 2004 [28], on two jack-compacted specimens per mix over a 200-days water soaking period, using Perspex cells, as commonly adopted for soil stabilisation-based research [8,14,26,29-31]. Immediately after seven days of curing, the 10 mm-top and 10 mm-bottom part of the samples were unwrapped and accommodated individually into the Perspex cell as presented in Fig. 3. Afterwards, the dial gauge was adjusted to zero and the water was introduced through the upper inlet until the 10 mm-bottom of the samples was immersed in water, allowing for swelling as shown in Fig.4. The gauge reading was then recorded daily for 28 days, and then random reading was recorded for the remaining period. Ultimately, the ratio of the dial gauge reading (mm) to the original height (100 mm) of the specimens was calculated, and the mean of the two swelled samples was adopted as the representative linear expansion.
The swelling potential test was performed on two ring-shaped specimens for the control mix after 7 days of moist curing. The test was operated using the standard one-dimensional odometer equipment, according to ASTM D4546. After calibration with an initial pressure of 2.75 kPa (cap load) and adjusting the dial gauge to zero, the water was introduced until the specimens were completely submerged in water as schematically shown in Fig. 5. Thereafter, the specimens were allowed to swell for a prolonged soaking period of 100 days, and the dial gauge reading was monitored regularly till no vertical displacement was recorded. Finally, the ratio of the dial gauge reading (mm) to the original height (19 mm) of the specimen was calculated for both specimens, and the mean value in percentage was used as the presentative swelling potential (%).

**Fig. 3:** The Perspex cell set-up used for expansion (swelling) measurement.

**Fig. 4:** Linear expansion specimens under expansion measurement.

### 4.3- Swelling potential
**Results and discussion**

1- UCS

Fig.6 shows the influence of change in moisture content and mixing method on the UCS evolution of the artificially gypseous kaolin (K9G) samples treated with lime-silica fume blend of 3L-7S. In this perspective, the UCS revealed a progressively increasing trend as the curing age increases, confirming the classical UCS development trend of soil stabilisation. This development trend is normally assigned to the cation exchange and flocculation-agglomeration of soil particles (short-term interaction) and the pozzolanic reactions (long-term interaction) between the soil and binder, which eventually form hydrates such as calcium silicate hydrate (C-S-H) and calcium aluminate hydrate (C-A-H). These hydrates, whose kinetics is dependent on the mineralogy of the soil and the available quantities of the concerned oxides within the binder, crystalline with time, fill the pore space [10] and interlock the soil system. This consequently forms a stiff soil matrix and enhances the mechanical performance such as the shear resistance and the UCS performance [32].

On increasing the moisture compaction content from 31% (K9G-3L7S-1.1MC-DM) to 33% (K9G-3L7S-1.2MC-DM), the stabilised specimens exhibited a compromise on the UCS. This compromise on UCS was further increased corresponding to the change of mixing method from DM (K9G-3L7S-1.1MC-DM) to SM (K9G-3L7S-1.1MC-SM). This, therefore, implies that the increase in moisture content and the use of the SM are not favourable for a higher degree of soil stabilisation. The reduction in UCS induced by the moisture content increase is probably owing to that the increase in moisture induces a lower inter-particle friction and a relatively poorer interlocking, both of which induce larger inter-particle void spaces [33]. Thereby, this void enlargement negatively affects the
interlocking of the soil matrix by increasing the porosity, thus, minimising the robustness against loading \([34,35]\). In addition, the nucleation and growth of a higher quantity of ettringite, is also a contributing factor for the reduction in UCS \([36,37]\), as the nucleation of a higher ettringite quantity induces resistance in compaction and facilitates the formation of extensive cracks within the system, both of which induce an increase in porosity and thereby induce a compromise on the UCS. As for the reduction in the UCS corresponding to the change of mixing method from DM to SM, it is supposed to be caused by the clumping of the cementitious ingredients (lime and silica fume) during the mixing and the poorer distribution of the hydrates, both of which induce poorer interlocking, and lowered UCS.

2- Volume change behaviour.

2.1-Effect of variation of water content and mixing method.
The effect of water compaction content and mixing procedure on the expansion of gypseous kaolin treated with a lime-silica fume blend of 3L-7S, is presented in Fig. 7.

Fig. 7: The linear expansion plots of K9G-3L7S specimen mixed at different mixing methods and moisture contents. Accordingly, the utilisation of higher water compaction content (1.2MC as against 1.1MC) shows a beneficial impact on the expansion behaviour, where the total expansion of K9G-3L7S was reduced from 4% to 2.3%, as the moisture content increased from 31% (1.1MC) to 33% (1.2MC), respectively. Conversely, the utilisation of SM (slurry mixing) instead of DM (dry mixing) negatively affects the expansion trend, where the total expansion magnitude was increased from 4% for the case of DM to about 5% for the SM, representing about 23% increase in the expansion. Therefore, it can be stated that using higher water compaction content is beneficial in terms of the expansion, while the use of the SM is not recommended.

The possible rationale for the reduction in
expansion induced by the higher moisture content could be the increase in the interparticle void pores [33]. At higher water level (33%), the stabilised samples would not be at the maximum dry density, thus a higher volume of voids would be available for the nucleation and the growth of ettringite, and thereby a lesser swelling magnitude would be induced [38]. As for the increase in the expansion induced by the slurry mixing method, it is expected to be due to the poorer interlocking as a result of the clumping of the cementitious ingredients during the mixing process and the poorer distribution of pozzolanic hydrates within the stabilised system.

2.2- Effect of specimen size and testing approach.

The swelling potential trend measured using the standard one-dimensional odometer test for the gypsum-dosed kaolin specimen stabilised with 3L7S is plotted in Fig. 8, in comparison with its expansion counterpart measured using Perspex cell.

Fig. 8: The linear expansion and swelling potential plots of K9G-3L7S mixed using the dry mixing method and compacted at 1.1MC. As expected, the mix composition of K9G-3L7S-1.1MC-DM exhibited a higher swelling potential of 4.7%, relative to that of 3.9% expansion obtained using Perspex cell. This increase in swelling potential can be attributed partly to the densification degree of the specimen, and partly to the specimen confinement matter during the test. As discussed earlier, the one-dimensional odometer specimen was compressed on the matter of proctor test in which 25 blows were applied using a 2.5 kg rammer, as against that of the linear expansion specimens which were compacted using a simple hydraulic jack. This implies that the samples used for the swelling potential are likely to be compressed at a higher dry density, thus the volume of voids is lower than those of the linear expansion.
specimen, thereby lesser space is available for accommodating the ettringite and in turn a higher swelling potential would be induced. As for specimen confinement condition, the perimeter of the odometer specimens was confined by the ring, thus the displacement (swelling) of the specimens occurred only in the vertical direction, thereby a higher swelling potential was recorded. On the contrary, the perimeter of the linear expansion specimens was unconfined, thus the expansion occurs in both the vertical direction and perimeter direction. Eventually, it can be inferred that the volume change of gypseous kaolin treated with lime and silica fume is also a function of compaction degree and sample confinement matter during the experimentation analysis.

Conclusions
The role of moisture compaction content, mixing method and specimen size on the UCS performance and swelling behaviour of sulfate soil stabilisation with the co-addition of lime (L) and silica fume (S) has been examined in this research study. Accordingly, the following specific conclusions can be outlined:

The utilisation of a moisture compaction content of 1.2 of the corresponding standard Proctor optimum compaction condition yielded a compromise on the UCS, relative to that of 1.1 MC, although such a relatively higher moisture content reduces the ultimate expansion magnitude. This is attributed to the lower inter-particle friction and the enlargement of voids within the system, both of which reduce the robustness against loading and facilitate the accommodation of ettringite.

The slurry mixing method, in which the binder was initially mixed with water and then the soil was incorporated, yielded a compromise on both the UCS and linear expansion due to the clumping of the binding constituents and the poorer distribution of the hydrates formed from the binder hydration. Hence, slurry mixing is not suggested for a better soil stabilisation.

The volume change of gypseous soil samples treated with a binary blend of 3L-7S is a function of densification degree and testing approach, where the comparison between swelling potential measured using a one-dimensional odometer test and linear expansion test indicated a higher swelling potential magnitude due to the higher degree of specimen densification and the confinement of specimen’s perimeter under the testing.
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Abstract: Analytical and microstructure investigations such as x-ray diffraction (XRD), derivative thermogravimetric (DTG), and scanning electron microscopy (SEM) among others, are typically used by researchers to detect and quantify the amount of formed minerals including ettringite minerals in gypseous soil treated with lime or cement. However, the detection of ettringite crystals is sometimes difficult, suggesting that the appearance of ettringite under the microstructure analysis is also dependent on the curing and experimental procedure. Therefore, a series of soil mixtures designed by use of two different soils (pure kaolin soil and artificial gypseous kaolin soil) and stabilised with 10 wt% of lime-L, cement-C and MgO-M, were investigated using multi-scale investigations including XRD, DTG and SEM. Accordingly, the result revealed that, under 90-days of moist curing, the key minerals detected in gypseous kaolin stabilised with calcium-based stabiliser are kaolinite, calcium silicate hydrate, portlandite, and ettringite, whereas only kaolinite, gypsum, brucite and magnesium silicate hydrate were detected in gypseous kaolin stabilised with magnesium oxide. However, under 200-days of water soaking period, no trace of gypsum, ettringite and portlandite were detected in the XRD of 10L- and 10C-based specimens, accompanied by the indication of new minerals (hemihydrate, anhydrite, calcite, and aragonite), suggesting the carbonation of ettringite during the soaking in water.

Keywords: (Ettringite, sulfate, ettringite carbonation, lime, Portland cement, magnesium oxide)

Introduction

Stabilisation of expansive soils with hydraulic stabilisers (Portland cement, lime, and magnesium oxide) has been a promising treatment technique for improving the physico-mechanical characteristics and reducing the swell-shrink attitude of expansive soil under moisture fluctuations [1]. The cement-induced improvement is typically assigned to the cement hydration; a basic reaction involved the dissolution of C_3S, C_3A, C_2S, and C_4AF, with the formation, by precipitation, of calcium silicate hydrate (C-S-H), calcium aluminate hydrate (C-A-H) and calcium hydroxide (CH, also called portlandite) [2]. These hydrates crystalline with time, binding/interlocking the host soil mixture and improving plasticity.
index [3], shear strength [4], compressive strength [5], robustness against freezing and thawing [5-6], and the swelling behaviour of the soil [7]. As for the improvement induced by lime and magnesium oxide, this essentially occurs due to two basic sets of reaction mechanisms: one being short-term reactions (cation exchange and flocculation of soil particles) while the second is a long-term reaction (pozzolanic reaction). Upon the addition of quicklime (calcium oxide) and magnesium oxide to the soil in the existence of moisture, the quicklime initially hydrated to calcium hydroxide and then dissolved releasing calcium ions and hydroxyl ions [8], in line with equations 1-to-2. As for the magnesium oxide, it gets protonated by H+ ions and then the magnesium oxide precipitates [9], in line with equations 3-to-6.

\[ \text{CaO} + \text{H}_2\text{O} \rightarrow \text{Ca}({\text{OH}})_2 + \uparrow \text{heat} \]  
\[ \text{Ca}({\text{OH}})_2 \rightarrow \text{Ca}^{2+} + 2\text{OH}^- \]  
\[ \text{MgO} + \text{H}_2\text{O} \rightarrow \text{MgOH}^{+}_{\text{surface}} + \text{OH}^-_{\text{aqueous}} \]  
\[ \text{MgOH}^{+}_{\text{surface}} + \text{OH}^-_{\text{aqueous}} \rightarrow \text{MgOH}^- \cdot \text{OH}^- \]  
\[ \text{MgOH}^- \cdot \text{OH}^-_{\text{surface}} \rightarrow \text{Mg}^{2+} + 2\text{OH}^-_{\text{aqueous}} \]  
\[ \text{Mg}^{2+} + 2\text{OH}^-_{\text{aqueous}} \rightarrow \text{Mg}({\text{OH}})_2 \text{ (solid)} \]

These reactions, therefore, cause the cation exchange on the soil particles, and such a replacement in cations occurs in the order of Na\(^+\) < K\(^+\) < Mg\(^{2+}\) < Ca\(^{2+}\), in which higher valence cations replace those of lower valence cations [8]. This ions substitution balances the electronic charge of the soil particles, induces flocculation-agglomeration of soil particles [10], and promotes different soil particle arrangements [11]. Besides, the hydroxide ions (OH\(^-\)) cause a significant increase in the alkalinity (pH) value (>10), aiding the octahedral and tetrahedral sheets of soil particles to release silica and alumina ions [12]. Thereafter, this initiates the pozzolanic reactions, forming hydrates such as CSH, and CAH in the case of lime [10], and magnesium silicate hydrate (MSH) in the case of magnesium oxide [13-16], all of which enable the interlocking of the system and improving the physico-mechanical characteristics of the soil. Portlandite (calcium hydroxide) and brucite may also remain from the interaction between the binder and soil if a surplus binder content was provided. This surplus binder coats the particles, delaying the dissolution of soil particles and the pozzolanic reaction, as well as reducing the cohesion of the soil matrix [17-18].

In the attendance of gypsum, however, the calcium-based stabiliser reaction mechanisms are altered due to the nucleation of highly hydrated mineral in the form of needles- and rod-shaped crystals in line with equation 7, known as ettringite [19], owing to the interaction between calcium, alumina, and...
sulfate in the existence of water.

\[
6\text{Ca}^{2+} + 2\text{Al(OH)}_4^- + 4\text{OH}^- + 3\text{(SO}_4\text{)}^{2-} + 2\text{6H}_2\text{O} \\
\rightarrow \text{Ca}_6[\text{Al(OH)}_6]_2 \cdot (\text{SO}_4)_3 \cdot 2\text{6H}_2\text{O} \quad \cdots \quad (7)
\]

The ettringite is a problematic issue from a soil stabilisation point of view, as it has a higher water absorption, thus facilitating the volume increase of the host matrix [20]. The ettringite also occurs in a complex mechanism and of dependence on the mineralogy of soil, binder composition, moisture content, temperature and so on. Therefore, researchers use multi-scale analytical investigations such as XRD, DTG, and SEM analysis among others, to quantify the amount of formed ettringite within the stabilised soil mixture for deeper understanding of the reaction mechanisms.

In this context, Puppala et al., (2005) [21], conducted a laboratory investigation using both XRD and SEM and reported that calcium oxide produces both crystalline ettringite and calcite, of which the latter seems to act as a seeding or templating material promoting the formation of calcite over the formation of ettringite. Aldaood et al., (2014) [22], detected the ettringite reflections in the XRD of UCS kaolin samples treated with 3% of lime and containing gypsum content of \( \geq 5\% \), of which the intensity of ettringite reflections was increased as the curing period and temperature increase.

However, in some cases, the detection of ettringite crystals is difficult particularly in the case of the XRD pattern after completion of the expansion, suggesting the appearance of ettringite under the microstructure analysis is also dependent on the curing and experimental procedure. For example, Jha and Sivapullaiah (2015) [23], reported no trace of ettringite crystalline in the XRD of gypsum-dosed soil samples dosed with lime and containing sulfate content of up to 6%, although the specimens represent a continues increasing swelling (heaving) trend indicating the formation needles-like ettringite. So, despite the extensive existing research studies, there are still outstanding questions about the appearance of ettringite minerals in stabilised sulfate soils under the microstructure analysis.

In this context, this research study was carried out using a variety of analytical and microstructural investigations including XRD, DTG, and SEM, with a view to identifying the possible rationale for the detection and the absence of ettringite under these tests.

**Methodology**

1- **Materials**

The raw ingredients utilized during the laboratory experimentations included kaolin soil (K), gypsum (G), Portland cement (C), lime (L), magnesium oxide (M), and deionized water. **Table 1** and **Table 2** outline the main oxide
characteristics and physical characteristics of the raw materials, respectively, whereas Fig.1 and Fig.2 plot the sieve analysis curves and the DTG curves of the raw ingredients.

**Table 1:** Oxide properties of raw ingredients.

<table>
<thead>
<tr>
<th>Oxides</th>
<th>K</th>
<th>C</th>
<th>L</th>
<th>M</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaO</td>
<td>0.01</td>
<td>61.5</td>
<td>71.6</td>
<td>-</td>
</tr>
<tr>
<td>MgO</td>
<td>0.21</td>
<td>3.54</td>
<td>0.58</td>
<td>&gt;98</td>
</tr>
<tr>
<td>SiO₂</td>
<td>47.3</td>
<td>18.8</td>
<td>0.67</td>
<td>-</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>35.9</td>
<td>4.77</td>
<td>0.07</td>
<td>-</td>
</tr>
<tr>
<td>Na₂O</td>
<td>0.07</td>
<td>0.02</td>
<td>0.02</td>
<td>-</td>
</tr>
<tr>
<td>P₂O₅</td>
<td>0.12</td>
<td>0.1</td>
<td>0.03</td>
<td>-</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>0.69</td>
<td>2.87</td>
<td>0.05</td>
<td>-</td>
</tr>
<tr>
<td>MnO₂O₃</td>
<td>0.02</td>
<td>0.05</td>
<td>0.02</td>
<td>-</td>
</tr>
<tr>
<td>K₂O</td>
<td>1.8</td>
<td>0.57</td>
<td>0.01</td>
<td>-</td>
</tr>
<tr>
<td>TiO₂</td>
<td>0.02</td>
<td>0.26</td>
<td>0.01</td>
<td>-</td>
</tr>
<tr>
<td>V₂O₅</td>
<td>0.01</td>
<td>0.06</td>
<td>0.02</td>
<td>-</td>
</tr>
<tr>
<td>BaO</td>
<td>0.07</td>
<td>0.05</td>
<td>0.01</td>
<td>-</td>
</tr>
<tr>
<td>SO₃</td>
<td>0.01</td>
<td>3.12</td>
<td>0.19</td>
<td>-</td>
</tr>
<tr>
<td>LOI</td>
<td>0.1</td>
<td>4.3</td>
<td>27.4</td>
<td>-</td>
</tr>
</tbody>
</table>

**Table 2:** Physical characteristics of kaolin, Portland cement, lime, and magnesium oxide.

<table>
<thead>
<tr>
<th>Properties</th>
<th>K</th>
<th>C</th>
<th>L</th>
<th>M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density (kg/m³)</td>
<td>-</td>
<td>1400</td>
<td>480</td>
<td>-</td>
</tr>
<tr>
<td>Particle density (Mg/m³)</td>
<td>2.14</td>
<td>3.15</td>
<td>2.8</td>
<td>3.58</td>
</tr>
<tr>
<td>pH Value</td>
<td>5.37</td>
<td>13.41</td>
<td>12.6</td>
<td>11.90</td>
</tr>
<tr>
<td>Colour</td>
<td>White</td>
<td>Grey</td>
<td>White</td>
<td>White</td>
</tr>
</tbody>
</table>

**Fig.1:** Sieve analysis curves of kaolin, gypsum, lime, Portland cement and magnesium oxide.

**Fig.2:** Derivative thermogravimetric (DTG) of raw materials.

The kaolin (K) used was a semi-processed kaolin soil with a liquid limit, plastic limit, and plasticity index of 56.7%, 33.3%, and 23.4%, respectively; it was sourced from Potterycrafts Ltd, Stoke-on-Trent, UK. The DTG curve (see Fig.2) revealed a major endothermic peak at 400-700°C because of the decomposition of
kaolinite minerals [24].

The gypsum (G) utilised was a calcium sulfate dihydrate with a white form; it was obtained from Fisher Scientific Ltd, Loughborough, Leicestershire, UK. The DTG curve (see Fig.2) revealed a major endothermic peak at a temperature range of 100-200°C because of the dehydration of the moisture of gypsum [25], confirming the purity of the product.

The cement (C) utilised was a commercially available CEM-I Portland cement with a grey powder texture; it was produced in line with BS EN 197-1: 2011 [26], and supplied by Large Cement, UK. The DTG curve (see Fig.2) revealed two major endothermic peaks; the first peak at a temperature of 400-500°C due to the dehydroxylation of portlandite; and the second peak at 650-750°C due to the decomposition of calcite [27].

The lime (L) utilised was a quicklime with an off-white texture: it was sourced from Tarmac Cement and Lime Company, Derby, UK. The DTG (see Fig.2) revealed two main endothermic peaks; sharp peak at a temperature of 350-500°C because of the decomposition of quicklime and weaker peak at a temperature of 550-750°C owing to the decarbonation of calcite [25].

The magnesium oxide (M) used was a commercial reactive magnesia with a white powder texture; it was gotten from Fisher Scientific Ltd, Leicestershire, UK. The DTG curve (see Fig.2) revealed a straight flat line without any endothermic peaks.

2- Mix proportions

The mixes (see Table 3) evaluated during the experimentations were designed using; 1) two soil materials (industrial kaolin and gypseous kaolin soil); 2) three different binders (Portland cement, lime, and magnesium oxide); and 3) fixed moisture content of 31%. For clarity, the mix design code contains kaolin (K), gypsum (G) and the binder (C for Portland cement, L for lime or M for magnesium oxide), of which G, C, L and M proceeded by a number, representing the solid amount. The G content shown in the designation code denotes the gypsum percentage by the total mass of the artificially gypseous kaolin, whereas the stabiliser amount represents the stabiliser dosage by the total mass of the dry soil. The purpose of designing these mix compositions was to investigate the microstructure of soil stabilization using L, C, and M in the presence and absence of sulfate. As for the adoption of 31 % moisture content (MC), which was equal to 1.1 of the corresponding standard proctor optimum condition, it was because the soil is always compacted wet of moisture to accommodate any moisture losses. In addition, it was not found necessary to establish the optimum moisture content (OMC) for each.
system due to the time-consuming nature of the proctor test and the impracticability of establishing the OMC for each mix [25].

Table 3: Mix compositions of kaolin specimens made with L, C and M at a constant stabiliser content of 10 % by the total weight of the soil.

<table>
<thead>
<tr>
<th>Design code</th>
<th>Target soil materials (%)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>K</td>
<td>G</td>
</tr>
<tr>
<td>K0G-10L</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>K0G-10C</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>K0G-10M</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>K9G-10L</td>
<td>91</td>
<td>9</td>
</tr>
<tr>
<td>K9G-10C</td>
<td>91</td>
<td>9</td>
</tr>
<tr>
<td>K9G-10M</td>
<td>91</td>
<td>9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Design code</th>
<th>Binder in % by target soil material</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L</td>
<td>C</td>
</tr>
<tr>
<td>K0G-10L</td>
<td>31</td>
<td>10</td>
</tr>
<tr>
<td>K0G-10C</td>
<td>31</td>
<td>10</td>
</tr>
<tr>
<td>K0G-10M</td>
<td>31</td>
<td>10</td>
</tr>
<tr>
<td>K9G-10L</td>
<td>31</td>
<td>10</td>
</tr>
<tr>
<td>K9G-10C</td>
<td>31</td>
<td>10</td>
</tr>
<tr>
<td>K9G-10M</td>
<td>31</td>
<td>10</td>
</tr>
</tbody>
</table>

3- Specimen preparation
A total of two stabilized pure kaolin specimens and six stabilized gypseous specimens were fabricated for each mix; 1) two samples were cured in a sealed plastic container for a period of 7-days of moist curing and then used for the DTG analysis; 2) two samples were cured in a sealed plastic container for a period of 90-days of moist curing and then used for the XRD analysis; and 3) two samples were cured in a sealed plastic container for 7 days before being soaked in water for a period 200-days and then tested using XRD and SEM analysis. For each specimen, enough dry ingredients for fabricating a sample with a diameter of 50 mm and height of 100 mm, were mixed using a mixer for 3 minutes. Hereafter, the predetermined moisture content was added, and the mixing was restarted and continued for extra three minutes. Consequently, the mixture was filled into a steel mould and compacted using a jack in aid of a steel frame as detailed elsewhere [20]. Therefore, the specimens were extruded using a plunger, covered with a cling film, and stored in a plastic container, allowing for moist curing until the testing date. At the end of 7 days, the upper and bottom 10mm-part of two specimens were unwrapped and soaked in water for 200 days using a similar procedure used elsewhere [20], for swelling.

4- Testing method
The analytical and microstructure tests
adopted in this research study included DTG, XRD and SEM analysis. Prior to testing, the specimens were fractured and dried in a desiccator at 40 °C, milled, sieved through a 0.074 mm sieve, and stored in a plastic bottle at 20±2 °C, preparing for the tests. Thereafter, the DTG analysis was carried out at 7 days of moist curing. The DTG analysis was run from 20 ± 2 to 1000 °C, at a flow heating ratio of 20 °C/min and under an argon environment using a TGA55 kit. The XRD was operated using an STOE powder diffraction system at 90 days of moist curing and after 200 days of soaking in water. The XRD analysis was run at a wavelength (λ) of 1.540598 Å, a step size of 0.015°, and an angle scan in the range of 10 to 84. The microstructure analysis was inspected at 200 days of soaking in water, using JSM-7900F scanning electron microscopy (SEM) at an accelerating voltage of 5 kV and magnifications up to 30000x.

Results and discussion

1- Derivative thermogravimetric (DTG).

The DTG curves of pure kaolin samples (K0G) and gypseous kaolin samples (K9G) stabilised with 10L, 10C and 10M at 7-days of moist curing period, are shown in Fig. 3.

In the absence of sulfate (K0G), the specimen revealed the presence of a major endothermic peak at 400-700°C pertained to the decomposition of kaolinite [24]. On the use of 10L, 10C, and 10M for stabilisation of pure kaolin (K9G-10L), the DTG analysis exhibited two additional peaks; 1) the first at 350-450°C owing to the decomposition of brucite [28]; and 2) the second peak at 400-500°C due to the
decomposition of portlandite [20]. The presence of brucite and portlandite is an indication of the incomplete consumption of binder through the cation exchange, flocculation, and agglomeration of soil particles [28]. However, in the presence of sulfate (K9G), the DTG analysis exhibited two further peaks; 1) the first peak at 50-100°C due to the dehydration of ettringite minerals [20]; and 2) the second peak at a temperature range of 100-200°C due to the dehydration of gypsum [25]. By comparing the height of ettringite peaks, it was apparent that the ettringite mineral was only formed in gypseous kaolin specimens stabilized with a calcium-based stabilizer, and such a mineral was more pronounced in the case of K9G-10L. This was confirmed by the higher gypsum peak, both of which are in support of why calcium-based stabilizers normally yield a superior UCS through soil stabilisation in the presence of sulfate. Apart from ettringite and gypsum peaks, portlandite and brucite peaks were also detected in K9G-10L and K9G-10M, respectively, indicating the incomplete consumption of lime and magnesium oxide used through the fabric modification, which in turn indicates the surplus of both binders. This surplus binder content is not favourable, as it restricts the dissolution of soil particles, delays the pozzolanic reactions, and reduces the cohesion of the system [20]. Therefore, this is in partial support of why 10L induces lower UCS performance in previous study [20].

3- XRD analysis

Fig. 4 presents the comparative XRD patterns of kaolin samples treated with 10L, 10C and 10M after 90 days of moist curing, denoted as M, and after 200 days of water soaking, denoted as S).

![Fig. 4: The XRD patterns of gypseous kaolin treated with 10L, 10C, and 10M at a) 90 days of moist curing and b) 200-days of water soaking. After 90-days of moist curing, the primary minerals identified in the XRD patterns were](image-url)
kaolinite-K, gypsum-G, quartz-Q, ettringite-E, portlandite-P, brucite-B, CSH, and CAH. The peak of quartz at $\theta = 26.6^\circ$ appeared to be stable in all the XRD patterns, whereas the portlandite at $\theta = 18.08^\circ$ was appeared in the 10L-based and 10C-based specimens, with a sharper intensity in the case of the 10L-based specimen, the appearance of which indicates the surplus supply of lime and the incomplete consumption of lime. Similarly, the ettringite peaks at $\theta = 15.7^\circ$ and $18.8^\circ$ were only detected in 10L-based and 10C-based specimens with a sharper intensity in the case of 10L-based specimens. This was coupled with a reversal order for the gypsum peaks $\theta = 11.7^\circ, 20.7^\circ, 23.4^\circ, 29.1^\circ, 31.1^\circ$ and $48.2^\circ$, where the gypsum peaks appeared sharper in the 10M-based system, relatively low in the 10L-based specimen, and almost disappeared in the 10L-based specimen, the appearance of which suggests the partial gypsum consumption through the formation and growth of ettringite in the case of 10L and 10C. In contrast, the brucite peak at $\theta = 26.6^\circ$ was only detected in the 10M-based specimen, which also suggests the surplus supply of magnesium oxide within the system. As for the hydrated products, the CAH at $\theta = 28.6^\circ$ was detected only in 10L-based specimen, whereas the CSH $\theta = 29.2^\circ$ was detected with a hardly visible peak in all the x-ray diffractograms, the appearance of which is most likely because of the overlapping with other minerals. However, during the water soaking, the x-ray diffractograms of gypseous kaolin specimens exhibited considerable micro-structural changes. In this context, a hardly visible trace of portlandite in 10L-based specimens and no trace of portlandite in the 10C-based pattern were detected. This demonstrates the importance of both moisture content and the curing age in the complete consumption of lime. Traces of gypsum peaks in 10L-based and 10C-based diffractograms also disappeared. This disappearance is probably attributed to the presence of water molecules due to the change of curing from moist curing to soaking in water, which eases the solubilization of gypsum and become a source of ions source at the formation sites of the ettringite. As for the ettringite peaks, the x-ray diffractograms exhibited a reduction in the trace of ettringite peaks at $\theta = 15.7^\circ$ and $18.8^\circ$ to the background, although it appeared at $\theta = 32^\circ$. The disappearance of ettringite is possibly due to the carbonation of ettringite under water soaking condition. This justification was also reinforced by the appearance of new minerals such as hemihydrate (bassanite)-H at $\theta = 14.6^\circ$ [29-30], in line with [31], and anhydrite-A at $\theta = 25.6^\circ$, as well as some calcium carbonates.
in the form of calcite ($\text{C}_1^1$) at $\theta = 29.2^\circ$, and aragonite ($\text{C}_2^2$) at $\theta = 27$ and $32.7^\circ$. This is also in support of why the ettringite peaks under the XRD were not detected by [21] and [23].

4- SEM analysis

Fig. 5 shows the morphology of gypseous kaolin samples made with 10L, 10C, and 10M at 200 days of water soaking. Accordingly, the SEM images exhibited the presence of plate-like kaolinite minerals, needle-like structures, and some small globular-like particles. In the absence of EDS, the only change that can be visualized is the difference in terms of the morphology of hydrates and ettringite minerals. The globular-like particles of the hydrates in the 10L-based system possessed a clumped cluster form with no defined shapes, whereas such hydrates appeared in a well-distributed form in the case of the 10C-based and 10M-based systems. This difference can be assigned to the fineness of both cement and magnesium oxide and the richness of cement with the main oxides needed for the formation of hydrates, both of which promote the distribution of the binder within the system, and thus, facilitates the formation of less clumped hydrates on the edge of soil particles. As for the ettringite, the SEM images revealed the formation of massive ettringite in the case of the 10C-based system with a thicker diameter, relative to that of small and thinner morphology for needles-like prisms formed in the 10L-based system.
Fig. 5: The SEM images of gypseous kaolin samples made with 10L, 10C, and 10M at 200 days of soaking in water.

In theory, the ettringite minerals should not be as massive as that of 10L-based cement since cement promotes less calcium hydroxide during hydration [28]. However, because of the faster cement hydration and hardening, and the subsequent restriction of cracks at early curing age, which all tougher inhibit the possibility of carbonation of ettringite within the system, the microstructure morphology obtained here in this study is logical. The thinner ettringite crystals in the 10L-based specimen are also in support of the ettringite carbonation detected in the XRD diffractogram of K9G-10L.

**Conclusions**

The main conclusions of the analytical and microstructure investigations of this research study are outlined as follows:

The DTG and XRD analysis revealed the existence of portlandite, CSH and CAH in pure kaolin specimen stabilised with 10L and 10C, whereas only brucite was detected in the DTG of pure kaolin specimen stabilised with 10M, the presence of which indicates the surplus supply of the binder.

In the presence of sulfate, all the analytical tests exhibited the nucleation of ettringite in samples treated with L and C, and such minerals seemed to be carbonated under water soaking, forming new minerals such as hemihydrate, anhydrite, calcite, and aragonite.

The main advantage of this research study is the conduction of comprehensive analytical and microstructure tests on sulfate soil stabilised with different binders, facilitating the exploration of a scientific rationale for the absence of ettringite traces in the XRD of gypseous soil treated with L and C, which in turn fills the knowledge gap.

The limitations of this research that could have an influence on the authenticity of the outcomes of the experimentations are the utilisation of an artificially gypseous soil, one source of sulfate (gypsum), and a fixed binder content of 10%. Hence, research studies simulating different sources of sulfate such as magnesium sulfate and sodium sulfate, as well as different binder contents, are recommended to overcome this deficiency.
Overall, it can be inferred that the utilization of Portland cement, lime, and magnesium oxide as a soil stabiliser in the absence of sulfate, is a promising technique. However, only magnesium oxide was effective in the presence of sulfate due to the restriction of ettringite.

Arabic section:

العنوان: دراسة تفاعل البنية المجهرية طويلة المدى لتثبيت التربة بواسطة مواد رابطة قائمة على الكالسيوم والмагنيسيوم.

المؤلفون: منصور إبديلة، جون كينتوب، جونتان أوثي، شيماهان التليسي.

الكلمات المفتاحية: (إبراجيت، كبريانات، الإيريتينجيت، كبريات الجير، الاسماث البروتانتي، أكسياد المغنيسيوم).

المقص: عادةً ما يستخدم الباحثون التحقيقات المجهرية مثل حيود الأشعة السينية، ومشتقات قياس الوزن الحراري، والفصول المجهرية الإلكترونية من بين اختبارات أخرى، للكشف وقياس كمية المعادن المكونة بما في ذلك الإيريتينجيت في تربة الكبيرات المثبتة باستخدام مثبت قائم على الكالسيوم. ومع ذلك، فإن اكتشاف بلوائر الإيريتينجيت يكون صعبًا في بعض الأحيان. مما يشير إلى أن طبول الإيريتينجيت تحت تحليل البنية المجهرية يعد أيضًا على طرقية المعالجة الالكترونية. لذلك، تم فحص سلسلة من محاييل البنية المصممة باستخدام مثبتات من مواد البناء المستدفة (الكالسيوم النقي والكالسيوم المصلح بالجبس) والمثبتة بنسبة 10% من الوزن بالجر، والكبيب البروتانتي، وأكسياد المغنيسيوم. باستخدام تحققات متعددة المقياس في ذلك حيود الأشعة السينية، قياس الوزن الحراري المشتقب، وكحل الإلكترون الماسح. وفقاً لذلك، أظهرت النتائج أنه في ظل المعايير الواردة لمدة 90 يومًا، فإن المعادن الرئيسية المكتشفة في الكالسيوم النقي تمثلت باستخدام مثبت أساسي الكالسيوم في الكالسيوم، محدود بسيط الكالسيوم، البروتانتي، وايريتينجيت، في حين أن الكالسيوم فقط والجبس والبروسيت وسييلات المغنيسيوم هيدرات تم الكشف عنها في الكالسيوم النقي للثبت بأكسياد المغنيسيوم. ومع ذلك، بعد 200 يوم من فترة التفاعل في الماء، لم يتم الكشف عن أي أثر للبروسيت، والإيريتينجيت والبوروتانتي في حيود الأشعة السينية للعينات القائمة على الجير والأكسنت. مصحوبة بإشارة إلى معادن جديدة (إبنيتيت، كالسيت، وإيريتينجيت). مما يشير إلى كربنة الإيريتينجيت أثناء التفاعل في الماء.
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Abstract: Geopolymer cement is a sustainable material that serves as a viable alternative to ordinary Portland cement (OPC) in the construction of transportation infrastructure and buildings. The chemical activator, curing process, and sources of geopolymer materials are essential factors that significantly impact the strength, durability properties, and microstructure of the resulting geopolymer matrices. In contemporary construction practices, concrete is a widely used material that can be expensive to produce with adverse effects on the environment. In order to decrease the reliance on OPC, a novel form of concrete known as geopolymer concrete (GPC) has been developed. This review aims to present the development of geopolymer technology to enhance the strength and durability of rigid pavement. It is imperative for pavement engineers to comprehend and tackle the challenges associated with geopolymer construction methodologies, encompassing placement, curing, and pavement efficacy. Based on the literature survey, it can be concluded that geopolymer concrete is a viable substitute for OPC concrete (PCC) due to its superior physical, mechanical, and durability characteristics. Various types of GPC demonstrated satisfactory performance in terms of drying shrinkage and thermal expansion compared to PCC. Geopolymer concrete exhibits high resistance against acid, sulfate, and salt attacks. The utilization of geopolymer cement in the construction of rigid pavement has been identified as a potential solution to address concerns related to global warming and enhance the durability of such infrastructure.

Keywords: Rigid pavement, Geopolymer concrete, Performance, Global warming, Durability

Introduction

Geopolymer is a novel construction material which can be an alternative binder to Portland cement. Geopolymer materials represent an innovative technology that is generating considerable interest in the construction industry, particularly in light of the ongoing emphasis on sustainability. It relies on minimally processed natural materials or industrial byproducts to significantly reduce its carbon footprint, while also being very resistant to the durability issues that can plague conventional concrete [1]. A source material that is high in silica and alumina reacts with alkaline liquids to produce geopolymer concrete. The soluble alkali metals that are used to make the alkaline liquids are
typically sodium- or potassium-based. As shown in the figure 1, all alkali-activated materials are created by reacting an aluminosilicate material, which is typically provided in powder form as an industrial byproduct, with an alkaline activator, which is typically in the form of a concentrated aqueous solution of alkali hydroxide, silicate, carbonate, or sulfate [2]. Natural minerals such as kaolinite, clays, alternatively, by-product materials such as fly ash, silica fume, slag and red mud could be used as source materials [3].

**Fig. 1:** The Process of Geopolymer Cement

Geopolymer-based concrete using fly ash has a high potential for the construction industry to replace OPC based concrete with comparable structural properties as shown in Figure 2 [4].

**Fig. 2:** Fly Ash Generation and Utilisation, as reported in reference [4]

Nowadays, the application of nano materials has received numerous attentions to enhance the Geopolymer concrete properties [5]. The choice of the source materials for making geopolymers depends on factors such as availability, cost, and type of application [6]. The construction of concrete pavements must be improved to ensure effective transportation, reduce cost, and promote environmental sustainability, considering the effects of weather, fuel use, cost of repairs and paving lifetime. Because the initial cost of rigid pavement is higher than that of flexible pavement; the latter has been preferred to date, even though the maintenance cost of rigid pavement is lower [7]. This paper aims to review individual studies conducted by researchers that have put their efforts into showing the properties of Geopolymer concrete materials, which will help us understand their
behaviour as high-quality rigid pavement concrete and promote environmental sustainability.

**Geopolymer Concrete**

Geopolymer concrete is a type of concrete that is formed by using inorganic aluminosilicate materials. The use of cement has been found to have a negative impact on the environment and deplete natural resources. The production process of Ordinary Portland Cement (OPC) necessitates substantial fuel consumption for combustion and the breakdown of limestone, leading to notable CO$_2$ emissions. Cement manufacturing facilities emit approximately 1.5 billion tons of carbon dioxide into the atmosphere on an annual basis. Geopolymer concrete has been introduced to reduce this problem. Geopolymer concrete is an inorganic polymer concrete that can be produced at ambient temperature by utilizing industrial waste or by-products as source materials to create a solid binder. It serves a comparable purpose to OPC.

As illustrated in Figure 3, binders such as fly-ash and ground granulated blast furnace slag (GGBS) are utilized, along with alkali activators such as sodium hydroxide and sodium silicate, to enhance the binding characteristics of the concrete [8-9]. Geopolymer binder may be used in applications to totally or partially replace OPC for environmental and technological reasons. A previous study found that geopolymers had no adverse alkali-aggregate interaction, high early strength, low shrinkage, sulphate, corrosion, acid, and fire, and resistance to freeze-thaw and corrosion [10].

![Fig. 3: The Manufacturing Geopolymer Concrete [9].](image-url)

**Properties of Geopolymer Concrete**

- Non-toxic and bleed free.
- Sets at room temperature.
- Light in weight.
- Higher compressive strength
- Higher resistance to heat and all inorganic solvents. Moreover, GPC source materials provide promising ways to convert waste into resources, thereby contributing to and producing low carbon footprint concrete. The obstinate characteristics of GPC are mentioned in Figure 4 [11].
Fig. 4. Desirable Properties of Geopolymer Matrix [11]

In comparison to regular Portland cement concrete, geopolymer concrete has a very high compressive strength. The early strength of geopolymer concrete was quite high [12]. Under ideal mix design conditions, geopolymer concrete's compressive strength and mechanical characteristics outperform OPC concrete's [13]. The geopolymer is an environmentally benign and sustainable alternative to conventional Portland Cement (OPC)-based concrete because it has the advantages of rapid strength growth, elimination of water curing, good mechanical and durability properties. Portland cement manufacture results in the emission of air pollutants, which causes environmental pollution in the construction sector. It lowers CO2 emissions by 80–90% [14]. Water is a crucial component throughout the geopolymerization process since it helps the initial paste work better but is excluded from the final geopolymer structure. Water does not significantly influence the primary chemical processes of polymerization, in contrast to hydration reactions in ordinary concrete. The mechanical and chemical characteristics of geopolymer concrete are significantly impacted by its excretion during heat treatment and subsequent drying. According to M. S. Eisa (2021), employing geopolymer concrete (GPC) based on metakaolin is more efficient at implementing stiff pavement slabs than Portland cement concrete (PCC) and performs better in terms of drying shrinkage than geopolymer concrete based on slag or fly ash [15]. Several geopolymer pastes (GPPs) compressive strength is mostly influenced by the type of binder, as depicted in Figure. 5 [11]. According to Farooq, F. (2021), as the concentration of GGBFS rises, so will the compressive strength of the sodium silicate (NS), sodium hydroxide (NH), and sodium hydroxide plus sodium silicate solution (NHNS) series [16]. According to researchers who studied the mechanical properties of GPC based on recycled concrete aggregate (RCA) with 50% and 100% RCA content, the compressive strength of GPC increases by more than 10% from 7 to 28 days [17]. According to Palomo et al.'s findings, different FA samples that have been cured at 85 °C for 1 day create materials with compressive strengths ranging from 35 to 40 MPa [18].
Rigid pavements
As a crucial component of the transportation infrastructure, pavement is crucial to contemporary society. Concrete constructed of Portland cement, either plain, reinforced, or prestressed, is used to create rigid pavements. According to Figure 6 [19], the rigid pavement is made up of three layers: the base course, the subgrade, and the cement concrete slab. A solid base or subbase course layer placed beneath the cement concrete slab greatly extends the pavement's life and, as a result, is ultimately more cost-effective. The elastic theory is used to construct rigid pavements and analyze stresses [20]. A rigid pavement tends to spread the load across a somewhat broader area of soil due to its rigidity and high tensile strength, and the majority of the structural capacity is provided by the slab itself. The rigid pavements are used for heavier loads and can be constructed over relatively poor subgrade [21].

**Fig. 6**: Geopolymer Concrete [19].

**Advantage of Rigid Pavements**: [22,23]
- Because rigid pavements have a service life of up to 30 years and do not get deteriorated in wet weather, routine and periodic maintenance expenses are very cheap because only joint repair is needed.
- Rigid pavements have a lower life cycle cost than flexible pavements.
- In especially for the construction of highways passing through weak soils and carrying strong traffic loads, rigid pavements require less total thickness less than flexible pavements.
- Good night visibility even under wet weather conditions.

**Rigid Pavement Types**
To control the forces acting on concrete pavement, various pavement types require a variety of joints and reinforcement. Four types of rigid pavements can be distinguished:
- Jointed plain concrete pavement (JPCP),
- Jointed reinforced concrete pavement (JRCP),
- Jointed prestressed concrete pavement (JPCP),
- Jointed precast concrete pavement (JPCP).

---

**Fig. 5**: Effect of Waste Material with Activator on Compressive Strength [11].
Continuous reinforced concrete pavement (CRCP), and
pre-stressed concrete pavement (PCP).

**Continuously Reinforced Concrete Pavement (CRCP)**

Both longitudinal and transverse steel is included in CRCP. Except at construction joints, the CRCP lacks transverse joints. The standard reinforcing steel configuration for CRCP is shown in Figure 7 [24]. The longitudinal steel's purpose is to control temperature and moisture-related changes in concrete volume as well as to maintain transverse fissures well sealed, not to reinforce the concrete slab. The transverse steel's purpose is to maintain the integrity of longitudinal joints and cracks. Concrete stresses in the concrete slab due to traffic loading are decreased if the steel performs its intended purpose and prevents fractures from enlarging [25].

![Fig. 7: Continuously Reinforced Concrete Pavement [21]](image)

**Concrete Pavement Contraction Design (CPCD)**

Transverse joints on CPCD are spaced regularly. The concrete's temperature-related contraction and expansion are managed by the transverse joints. To transfer load, smooth dowel bars are employed at the transverse joints. The transverse joints are separated by 15 feet. Random longitudinal cracking is managed using longitudinal joints. Tie bars are used to secure longitudinal joints. Figure 8 depicts the usual CPCD arrangement [26].

![Fig. 8: Concrete Pavement Contraction [26]](image)

The majority of joint failures in concrete pavement are brought on by joint failures rather than slab breakdowns. Cohesive and adhesive failures, in general, and faulting, pumping, blowups, spalling, corner breaks, and mid-panel cracking, in particular, are among the failures. A suitable frequency for maintenance, or joint resealing, can be established since finite element analysis has been used to study the mechanisms of sealant damage [27].

**Rigid Pavement Failures**
Fatigue cracking has been regarded as the primary requirement for rigid pavement design. The ratio of flexural tensile stress to the concrete modulus of rupture determines the maximum number of load repetitions that can occur before fatigue cracking starts. Pumping has recently been recognized as a crucial failure criterion. Pumping is the downward movement of the slab under heavy wheel loads that results in the ejection of soil slurry through the joints and fractures of cement concrete pavement. Faulting, spalling, and degradation are additional forms of discomfort on rigid pavements [28].

Conclusion
The studies undertaken in the area of applying geopolymer technology to transform raw materials or different wastes into green and sustainable materials, as well as in the direction of sustainable urban development, are briefly discussed in this review article using the life cycle assessment technique. Research shows that the geopolymer production method combines processed natural minerals, wastes, and industrial by-products to manufacture bonding agents, unlike Portland cement. Contrarily, Geopolymer Concrete is extensively used in the building sector due to its superior performance and environmental benefits. Due to their application in bridge construction, high-rise structures, and rigid-paved highways, geopolymer materials can be utilised as eco-friendly and sustainable building materials in future cities.
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Abstract: In recent years, self compacting concrete (SCC) has become widely used especially in crowded reinforced concrete structures with difficult casting conditions. For such applications, fresh concrete must possess high fluidity and good cohesion. One of the most important projects in which this type of concrete was used is the foundation system for Khalifa tower in Dubai, which is the most important high-rise building in the world. The content of coarse aggregate has a significant impact on the properties of the required concrete. Some studies have suggested that the total volume of coarse aggregate be within 50% of the solid concrete volume.

In this research, six mixtures were studied with different combinations of water-cement ratio and coarse aggregate quantity. Slump test (flow test), (J-RING test) and concrete strength determination test were performed to determine the effect of reducing the amount of coarse aggregate in the mixture on some fresh and hardened properties of self compacting concrete (SCC).

The results showed that reducing the amount of coarse aggregate used in concrete requires increasing the amount of water required for mixing to achieve the required flow of self-tamping concrete, which leads to a decrease in the strength of concrete, and that the best ratio of coarse aggregate to the total aggregate is 65%, as it provides the highest resistance to concrete and achieves flow required, and using a percentage higher than that leads to not achieving the required flow and crossing completely.

Keywords: (SCC, flow test, J-RING test, ratio of coarse aggregate)

Introduction

High Performance Concrete (HPC) is concrete that is characterized by containing the best quality of materials with distinct proportions and properties to produce high performance concrete, which has become important in engineering and architectural applications, and the components of this type of concrete are chosen carefully according to standard specifications. What is known as chemical additives (superplasticizers) are added to the main components of concrete.

Self-compacting concrete is one of the types of high-performance concrete, and it is the product of technological progress in the field of concrete additives, where both the addition of viscosity improvement and the additives to reduce mixing water (superplasticizer) are the two basic elements required for its production, and Self-compacting concrete is used as the primary building material for all applications in many global markets. It is the concrete that has a high degree of fluidity and flow and has a high resistance to granular separation and can be cast successfully in narrow and crowded sectors with reinforcing steel without the use of any external compaction method.
Okamura [6] indicated that SCC can flow at any angle and pass through the spaces between the reinforcing steel without vibration. The most important characteristic of SCC over conventional concrete is: fast flow, high resistance to separation and does not require vibration. Okamura and Ozawa [7] also indicated in SCC that the total coarse content is not limited but pozzolans and superplasticizers can also be used to prevent segregation and increase flow. Yurugi et al. [9] reported that the aggregate coarse content has a significant effect on the packing capacity of concrete and Okamura [6] suggested that the total volume of coarse aggregate be within 50% of the solid volume of concrete.

**Materials used and experimental mixtures:**

The purpose of the experimental mixtures is to determine the appropriate quantities of materials included in the mixtures so that the required results are given, which is obtaining self-compacting concrete in which the technical conditions are met, the most important of which is that the slump diameter (flow) is not less than 650 mm and not more than 800 mm without the occurrence of granular separation. These mixtures were according to the following principles:

1. The total content of cement binders = 450 kg / m³, which is made up of ordinary Portland cement (Zlit Factory).
   1. The amount of coarse aggregate is variable, starting with a large amount and then gradually being reduced.
   2. The largest nominal size of coarse aggregate is 14 mm.
   3. The dosage of the super-plasticizer is 0.8 liters per 100 kg of cement.
   4. The ratio of water to cement is variable according to the needs of each mixture.
   5. The superplasticizer is injected into the concrete during mixing after adding 70% of the water.

They meet the technical conditions and properties of the self-compacting concrete or not. Fast and sequential to avoid possible errors and obtain the most accurate possible results of this study.

The first experimental mixture was carried out using superplasticizer RHEOBUILD 561E and its quantity, where 0.8 liters / 100 kg of cement was used, and the ratio of coarse aggregate to total aggregate was 45%, and the ratio of water to cement was 48%. One that is similar to normal concrete, but without the occurrence of granular separation or exudation, and through this result it became clear to us that the reason for this could be one of the following possibilities:

1. The ratio of water to cement is low and must be increased to obtain the required flowability of concrete, especially since there is no granular separation or exudation.
2. The amount of super-plasticizer used is high and should be reduced.

Accordingly, we first reduced the amount of superplasticizer used in several attempts, but the result did not change much, so we had the only option is to increase the ratio of water to cement, although it will affect the resistance of concrete. The flow of self-compacting concrete is as shown in Figure (1). In the same way, the ratio of water to cement was determined for other mixtures, with an increase in the ratio of coarse aggregate to total aggregate.
Figure (1) shape of the flow of concrete with a coarse aggregate percentage of 55%.

Thus, the final mixtures which will be used in this study, have been determined. The following table No. (1) shows the ratios of water to cement required for all mixtures that will be used in this study.

Table 1: Water cement ratio and ratio of coarse aggregate required for all mixtures

<table>
<thead>
<tr>
<th>Mix. No.</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Ratio Of Coarse Aggregate w/cm</td>
<td>70%</td>
<td>65%</td>
<td>60%</td>
</tr>
<tr>
<td>50.17%</td>
<td>50.47%</td>
<td>50.67%</td>
<td></td>
</tr>
</tbody>
</table>

Mix. No. 4 5 6
Ratio Of Coarse Aggregate w/cm 50.84% 53.03% 54.88%

After the experimental mixtures program was completed, through which the necessary quantity of all materials included in the mixtures was determined, the final laboratory mixtures program was started, which will be the focus of research in this study.

1. Mixture No. (1), in which the ratio of coarse aggregate to total aggregate is 70%, and the ratio of water to cement is (50.17). Simple granular separation due to the accumulation of coarse aggregate and its complete immersion in the cement mortar.

2. Mixture No. (2), in which the ratio of coarse aggregate to total aggregate is 65%, and the percentage of water to cement is (50.47). It is a medium operational mixture compared to the rest of the mixtures, and it is better than the first mixture. Coarse aggregate and its complete immersion in the cement mortar.

3. Mixture No. (3), in which the ratio of coarse aggregate to total aggregate is 60%, and the ratio of water to cement is (50.67).

4. Mixture No. (4), in which the ratio of coarse aggregate to total aggregate is 55%, and the ratio of water to cement is (50.84), and it is a mixture of good to very good performance compared to the rest of the mixtures, and the flow diameter condition is met without the occurrence of clear granular separation.

5. Mixture No. (5), in which the ratio of coarse aggregate to total aggregate is 50%, and the ratio of water to cement is (53.03), and it is a very good operational mixture compared to the rest of the mixtures.

6. Mixture No. (6), in which the ratio of coarse aggregate to total aggregate is 45%, and the ratio of water to cement is (54.88).

Table 2: Mix proportions of concrete

<table>
<thead>
<tr>
<th>Mix. No.</th>
<th>Ratio Of Coarse Aggregate %</th>
<th>w/cm %</th>
<th>Water Kg/m³</th>
<th>Cement Kg/m³</th>
<th>Aggregate Kg/m³</th>
<th>Superplasticizer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>70</td>
<td>50.17</td>
<td>225.8</td>
<td>450</td>
<td>509.76</td>
<td>0.8</td>
</tr>
<tr>
<td>2</td>
<td>65</td>
<td>50.47</td>
<td>227.1</td>
<td>450</td>
<td>593.22</td>
<td>0.8</td>
</tr>
</tbody>
</table>
Tests of concrete mixtures in their solid state:
The compressive strength test was carried out according to the specifications [4] for different concrete mixtures.

Results:
Several tests were carried out for the final mixtures in the plastic state (fresh) immediately after the mixing process was completed, which is the slump test to measure the flow diameter (Ds) and the (J-RING) test to measure the ability of concrete crossing through narrow spaces by the flow diameter (Dj). In both tests, the rates of granular separation and exudation of concrete were observed and evaluated.

The following table No. (3) shows the results of the tests in the soft case as follows:

Table 3: Test results of fresh concrete

<table>
<thead>
<tr>
<th>Test results</th>
<th>Mix. No. and Ratio Of Coarse Aggregate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 70 %</td>
</tr>
<tr>
<td>Diameter of flow (Ds) mm</td>
<td>66 0</td>
</tr>
<tr>
<td>Diameter of flow (Dj) mm</td>
<td>63 0</td>
</tr>
<tr>
<td>(Dj-Ds) mm</td>
<td>30 10</td>
</tr>
</tbody>
</table>

Fig 2: The Relation between Ratio Of Coarse Aggregate and Diameter of flow

Table 4: Test results of concrete Compressive strength

<table>
<thead>
<tr>
<th>Mix. No. and Ratio Of Coarse Aggregate</th>
<th>Compressive strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (70%)</td>
<td>16 28.44 40.95</td>
</tr>
<tr>
<td>2 (65%)</td>
<td>15.56 29.33 41.84</td>
</tr>
<tr>
<td>3 (60%)</td>
<td>15.56 25.78 35.44</td>
</tr>
<tr>
<td>4 (55%)</td>
<td>13.78 25.78 33.47</td>
</tr>
<tr>
<td>5 (50%)</td>
<td>12.44 24.44 31.43</td>
</tr>
<tr>
<td>6 (45%)</td>
<td>11.56 20 29.21</td>
</tr>
</tbody>
</table>

Limits

<table>
<thead>
<tr>
<th>1-(Dj/Ds) %</th>
<th>4.55 1.44 1.45 1.45 1.43 1.43</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 mm</td>
<td>85 80 75 70 65 60 55 50 45 40</td>
</tr>
</tbody>
</table>

(%)Ratio of coarse aggregate
The table No. (4) shows the results of the tests in the hard condition, which is the strength of concrete after 3 days, 7 days, and 28 days for each mixture. For further clarification of these results, it was presented in a graph in Figure (2), which summarizes the relationship between the proportion of coarse aggregate in the concrete mixture and the diameter of its flow in the absence of obstacles and in the case of the presence of obstacles.

From figure (2), we notice the following:

1. The lower the percentage of coarse aggregate in the mixture, the greater the flow diameter Ds, and there is no noticeable change, and therefore the relationship is positive in all cases, and this also applies to the flow diameter Dj.
2. The flow diameter Ds in all cases is higher than 650 mm, and therefore all mixtures fulfill the condition of the flow diameter in the absence of obstacles.
3. The difference between the diameter of flow, Ds and Dj, decreases as the percentage of coarse aggregate decreases in all cases, and this expresses that the crossing property improves as the percentage of coarse aggregate decreases.
4. The difference between the diameter of flow, Ds and Dj, fulfills the condition stipulated in the specifications in all mixtures, except for the mixture that contains 70% coarse aggregate, as it is the only one in which the crossing property is not achieved, and therefore this mixture does not meet all the technical conditions of self-compacting concrete.

For further clarification of the results presented in Table (4), they are presented in a graph in Figure (3), which summarizes the relationship between the proportion of coarse aggregate in the concrete mix and the strength of the concrete.

Through Figure No. (3) we note that the lower the percentage of coarse aggregate in the mixture, the lower the concrete strength, due to the mixtures needing a larger amount of water to achieve the flow diameter condition, which in turn led to a significant decrease in its resistance.

**Conclusion and recommendations**

The aim of this research was to study the effect of reducing the amount of coarse aggregate used in concrete on the properties of self-compacting concrete.

**Conclusion**

After completing the implementation of the practical program in this study and discussing the obtained results, this can be summarized as follows:

1. The decrease in the amount of coarse aggregate used in concrete requires an increase in the amount of water required for mixing, that is, an increase in the proportion of water to the cement used to achieve the required flow of self-compacting concrete.
2. When using the super-plasticizer (R561) and using the ratio of coarse aggregate to total aggregate in concrete more than 65%, the extruded concrete did not fully fulfill the conditions of flow and passage, although it did not notice the presence of granular separation or exudation of the
concrete when testing the diameter of its flow without the presence of obstacles.

3. The strength of concrete is inversely proportional to the decrease in the proportion of coarse aggregate in concrete.

4. When using the super-plasticizer (R561), the best ratio of coarse aggregate to total aggregate is 65%, as it provides the highest resistance to concrete and has the properties of self-compacting concrete.

5. The use of superplasticizer (R561) provides high workability of concrete, but at the same time produces concrete with less strength compared to some other plasticizers.

Recommendations:
Based on the results obtained in this study, we recommend the following:

1. In the event that what is required is the production of self-compacting concrete with high performance and the sufficiency of concrete resistance is not high, the best is to use the plasticizer (R561).

2. It should be noted that decreasing the ratio of coarse aggregate to total aggregate in the mixture gives the concrete a better performance, but weakens its resistance.

3. When a coarse aggregate percentage greater than 65% is used, care must be taken because this may cause granular separation of the concrete in the event that there are obstacles such as reinforcing steel or narrow places through which the concrete passes.

4. Focusing on coarse aggregate ratios greater than 65% in other studies to try to improve their properties by replacing part of the used coarse aggregate with another material such as greenilia, for example, or improving the quality of the used sand by mixing it with another material that reduces or increases the coefficient of fineness of the sand, or by using other superplasticizer. It contributes to increasing the workability of concrete or replacing part of the cement with another soft material, and this is all in order to benefit from the high resistance feature that results from the use of these proportions of aggregate in concrete.

**Arabic section:**

تأثير التخفيف في كمية الركام الخشن على بعض خواص الخرسانة ذاتية الدمك

عبدالرحمن احمد: المؤلفون

(اختيار التدفق ، اختبار J-RING) نسبة الركام الخشن المدنات الفائقة ،

(المختصر) SCC ،

في السنوات الأخيرة ، أصبحت الخرسانة ذاتية الدمك (SCC) ذات استخداماً واسعاً خاصة في البنى الجليدية المطلقة المحكمة ذات ظروف الصب الصعبة. فالمثل هذه التحديثات يجب أن تتمثل الخرسانة الطازجة سيلة عالية وتماسك جيدًا. ومن أهم المزايا التي تم فيها استخدام هذا النوع من الخرسانة نظام الأساس لبرج خليفة في دبي ونظام الأساس لبرج خليفة في دبي ونظام الأساس لبرج خليفة في دبي ونظام الأساس لبرج خليفة في دبي ونظام الأساس لبرج خليفة في دبي يظهر النتائج أن التخفيف في كمية الركام الخشن يمكن أن يؤدي إلى انخفاض غير مريح في مقاومة الخرسانة، وأن أفضل نسبة لتركيز الركام الخشن في الخرسانة الكلي هي 65% حيث توفر أعلى مقاومة للخرسانة وتحقيق مصلحة التدفق المطلوب ، وأن استعمال نسبة أعلى من ذلك يؤدي إلى عدم تحقيق التدفق والعبر المطلوب بشكل كامل.
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PERFORMANCE EVALUATION OF ECO-FRIENDLY MORTAR MADE WITH NATURAL AND ARTIFICIAL POZZOLANS; RED CLAY AND GLASS POWDER
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Abstract: To reduce the environmental impact associated with Portland cement (PC) manufacturing, the use of supplementary cementitious (pozzolanic materials) materials in the development of cement-based materials such as concrete and mortar, has gained great attention in recent years. For this reason, this research study investigates the effect of using two types of pozzolanic material (natural and industrial pozzolan), represented by red clay (RC) and glass powder (GP), as a partial substitution for Portland cement in the preparation of cement-based mortar. The methodology of this study involved the design of seven mortar mix compositions and evaluating them in terms of workability and unconfined compression strength (UCS). Accordingly, the results showed that the addition of glass powder as a cement substitution yielded a gradual workability improvement, whereas the incorporation of red clay as a cement substitution induces a gradual workability reduction. In contrast, the unconfined compression strength revealed that the optimum glass powder content for strength performance was 5%, whereas no strength improvement was observed in this study using red clay, thus indicating the superiority of glass powder in enhancing the mechanical properties of mortar. Therefore, the outcome of this study suggests the possibility of improving both the fresh and hardened mortar properties using glass powder, as a partial replacement for cement.

Keywords: (Mortar, pozzolanic materials, red clay, glass powder)

Introduction

Global warming is one of the considerable concerns for the future of human civilization, indicating the importance of developing sustainable engineering construction strategies [1]. Commonly, cement-based materials such as concrete and mortar are characterized as widely versatile construction materials, probably due to their ability to be moulded into different forms, and raw material availability, along with their cost efficiency [2]. Cement-based materials are also rated as the second most utilized material worldwide, following water [3], with an estimated concrete usage of 30 million tons yearly [1]. In addition, Mortar is typically composed of binder, fine aggregates (sand), and water, of which Portland cement is the conventional binder used for binding the mortar matrix. However, there are some
negative issues associated with Portland cement manufacturing including: 1) the consumption of huge quantities of natural raw materials such as limestone and clay (2.8 tons of raw materials per ton of Portland cement) [4]; 2) the enormous energy consumption (5000 MJ per one ton) [5]; and 3) the higher carbon dioxide emissions released to the atmosphere (a ton of CO₂ per ton of Portland cement)[6]. Apart from that, the use of cement in concrete technology also shows limited proficiency in the attendance of sulphate, inducing problematic issues such as crack formation, expansion, and deterioration, due to the nucleation and growth of gypsum and ettringite [7]. Ettringite is a hydrous calcium aluminate sulfate crystalline, which forms due to the reaction between the hydrated compounds (from cement hydration), and sulfate (from cement or the surrounding soil and seawater), in the presence of water [8]. This mineral has a higher water absorption capacity [9,10], adsorbing water, thus its volume increases significantly, thereby causing cracks, expansion and softening of the cement-based material. Consequently, the utilization of supplementary cementitious materials such as industrial pozzolanic materials and waste materials (including rice husk ash, ground granulated blast-furnace slag, glass powder, natural clay soil and pulverized fly ash), as a part of Portland cement in cement-based materials (mortar and concrete) has been encouraged [11]. This is because of their efficiency in enhancing the performance of cement-based products through their pozzolanic reactions, along with their positive effects on minimizing the environmental impacts of cement manufacturing [12].

In the literature, Yan et al., 2019 [7], utilized GGBS as a partial replacement (0, 25, 50, and 75%) of Portland cement, and reported that 75% was the optimum replacement amount in terms of the sulfate resistance of concrete immersed in 5% sodium sulfate. Cercel et al., (2021) [13] investigated the physicomechanical properties of mortar made by activation of both ground granulated blast-furnace slag and glass powder with a binary combination of sodium carbonate and quicklime and concluded that the produced mortars are a viable replacement for the traditional Portland cement. Hwang and Cortes, (20121) [14] studied the effect of co-utilization of fly ash and glass powder as a partial substitution of Portland cement and reported the enhancement of the ratio and unconfined compressive strength development of mortar and previous concrete, thus suggesting the feasibility of producing a sustainable and green infrastructure pervious concrete by the co-utilization of fly ash and glass powder as a part of Portland cement. Nahi
et al., (2020) [14] examine the incorporation of powdered soda lime glass powder as a 0, 10, 25, 35, and 60% replacement of Portland cement in mortar, and reported a reduction in the flowability of the mortar when more than 25% cement replacement was introduced. Given the above-mentioned literature, it is obvious that the use of pozzolanic materials in cement-based materials is encouraged, to improve the physico-mechanical properties and reduce the environmental concerns of cement manufacturing. Therefore, this study aimed to explore the effect of using red clay and glass powder as a partial replacement (0, 5, 10, 15%) of cement in mortar, of which the former was activated by 3 wt% of quicklime to accelerate the dissolution of clay particles and the release of silica and alumina within the system. To this end, seven mortar mixes were designed and evaluated in terms of workability and compressive strength. Accordingly, the results suggested the feasibility of developing a sustainable mortar using glass powder.

Methodology

1- Materials

The raw materials used in this study included: 1) four cementitious materials (Portland cement-PC, quicklime-L, glass powder-GP, red clay-RC); 2) one fine aggregate (Sand-S); and 3) water. Table 1 shows the oxide compositions of the Portland cement, lime, red clay, and glass powder, whereas Table 2 and Table 3 represent some physical properties.

<table>
<thead>
<tr>
<th>Oxides</th>
<th>PC</th>
<th>L</th>
<th>RC</th>
<th>GP</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO₂</td>
<td>20.13</td>
<td>0.67</td>
<td>71.84</td>
<td>72</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>4.49</td>
<td>0.07</td>
<td>12.71</td>
<td>3.52</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>4.26</td>
<td>0.05</td>
<td>3.51</td>
<td>1.77</td>
</tr>
<tr>
<td>CaO</td>
<td>63.24</td>
<td>71.6</td>
<td>0.39</td>
<td>10.59</td>
</tr>
<tr>
<td>MgO</td>
<td>2.42</td>
<td>0.58</td>
<td>0.95</td>
<td>1.56</td>
</tr>
<tr>
<td>Na₂O</td>
<td>0.02</td>
<td>0.02</td>
<td>0.54</td>
<td>10.46</td>
</tr>
<tr>
<td>P₂O₅</td>
<td>0.1</td>
<td>0.03</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Mn₂O₃</td>
<td>0.05</td>
<td>0.02</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>K₂O</td>
<td>0.57</td>
<td>0.01</td>
<td>-</td>
<td>0.89</td>
</tr>
<tr>
<td>TiO₂</td>
<td>0.26</td>
<td>0.01</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>V₂O₅</td>
<td>0.06</td>
<td>0.02</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>BaO</td>
<td>0.05</td>
<td>0.01</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SO₃</td>
<td>1.12</td>
<td>0.19</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>LOI</td>
<td>4.3</td>
<td>27.4</td>
<td>19.9</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2: Oxide compositions of Portland cement, lime, glass powder and red clay.

<table>
<thead>
<tr>
<th>Oxides</th>
<th>PC</th>
<th>Lime</th>
<th>RC</th>
<th>GP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density (kg/m³)</td>
<td>1400</td>
<td>-</td>
<td>-</td>
<td>1200</td>
</tr>
<tr>
<td>Specific gravity (Mg/m³)</td>
<td>3.15</td>
<td>2.82</td>
<td>-</td>
<td>2.5</td>
</tr>
<tr>
<td>Fineness (m²/kg)</td>
<td>365</td>
<td>750</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>pH</td>
<td>13.41</td>
<td>12</td>
<td>7</td>
<td>-</td>
</tr>
<tr>
<td>Colour</td>
<td>Grey</td>
<td>white</td>
<td>Brown</td>
<td>white</td>
</tr>
<tr>
<td>Form</td>
<td>Powder</td>
<td>Powder</td>
<td>Powder</td>
<td>Powder</td>
</tr>
</tbody>
</table>

Table 5: Physical properties of Portland cement (PC) and Lime (L), red clay (RC) and glass powder (GP).

The PC used was a commercially available Portland cement (CEM-II) in the form of grey fine powder. It was manufactured in compliance with the Libyan standard specifications No. 340 of 2009 and obtained from the Arab Union Cement Company in Zliten, Libya, through a local supplier. The characterization tests conducted on the as-received product indicated that the PC has a softness of 3575, initial setting time of 135
minutes, final setting time of 225 minutes, 3-days compressive strength of 22.3 N/mm² and 7 days- unconfined compressive strength of 49.3 N/mm². The red clay (RC) was a natural clay with oxide compositions as outlined previously in Table 1, with a liquid limit of 56%, plastic limit of 33% and plasticity index of 23%. It was collected from the valley of Souf al-Jeen in the city of Bani Waleed, Libya.

The glass powder (GP) was prepared by grinding various types of glass bottles in the laboratory, after being dried and washed. The grounded powder was then sieved through a 0.063 mm sieve size and the particles passing the prescribed sieve, which has oxide compositions as outlined in Table 1, were used. The fine aggregate used in the experimentations was natural sand with particle size distribution results as shown in Fig. 1 and some physical properties as outlined in Table 3. The sand was brought from Zliten through a local quarry and supplied by a local contractor. The water used in this study was potable water with chemical compositions as outlined in Table 4, which was obtained through a commercial service by a local company. By comparing the oxide compositions with those outlined in Libyan specifications No. 294, it was observed that the water used was suitable for use.

<table>
<thead>
<tr>
<th>Physical properties</th>
<th>Sand</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific Weight</td>
<td>2.58</td>
</tr>
<tr>
<td>Density</td>
<td>1736</td>
</tr>
<tr>
<td>Absorption Rate %</td>
<td>1.25</td>
</tr>
<tr>
<td>Fine Material Content %</td>
<td>0.15</td>
</tr>
<tr>
<td>Chloride Content %</td>
<td>0.75</td>
</tr>
<tr>
<td>Colour</td>
<td>White</td>
</tr>
<tr>
<td>Sulfate Content %</td>
<td>0.165</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Chemical compositions</th>
<th>Quantity (mg/litter)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO₂</td>
<td>57.97</td>
</tr>
<tr>
<td>HCO₃</td>
<td>104.12</td>
</tr>
<tr>
<td>Cl</td>
<td>216.29</td>
</tr>
<tr>
<td>Na</td>
<td>120.62</td>
</tr>
<tr>
<td>Mg</td>
<td>5.43</td>
</tr>
<tr>
<td>Ca</td>
<td>3.32</td>
</tr>
<tr>
<td>K</td>
<td>62.18</td>
</tr>
<tr>
<td>CaCO₃</td>
<td>30.84</td>
</tr>
<tr>
<td>Dissolved solids</td>
<td>698.0</td>
</tr>
<tr>
<td>Conductivity</td>
<td>1.21</td>
</tr>
<tr>
<td>pH</td>
<td>9</td>
</tr>
</tbody>
</table>

2- Mix design

The mortar mix compositions assessed through the laboratory experimentations were...
designed using, 1) a fixed binder: sand proportion of 1:3; 2) a constant water/cement ratio of 0.55, and 3) seven various binder combinations. These binders (see Table 5) were made of; 1) 100% of PC (as a control mix); 2) M2-5%GP, representing 5% cement replacement with glass powder; 3) M3-10%GP, representing 10% cement replacement with glass powder; 4) M4-15%GP, representing 15% cement replacement with glass powder; 5) M5-5%RC, representing 5% cement replacement with red clay; 6) M6-10%RC, representing 10% cement replacement with red clay; and 7) M7-15%RC, representing 15% cement replacement with red clay. However, it should be noted that 3% of the total amount of red clay was a quicklime to enhance the dissolution of clay particles. As for the purpose of designing such mixes, this was to obtain an eco-friendly mortar, with equivalent characteristics to the control mix.

**Table 8: Proportions of Binder combination.**

<table>
<thead>
<tr>
<th>Mix Design</th>
<th>PC</th>
<th>GP</th>
<th>RC</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1 (100% PC)</td>
<td>100</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>M2 (5% GP)</td>
<td>95</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>M3 (10% GP)</td>
<td>90</td>
<td>10</td>
<td>-</td>
</tr>
<tr>
<td>M4 (15% GP)</td>
<td>85</td>
<td>15</td>
<td>-</td>
</tr>
<tr>
<td>M5 (5% RC)</td>
<td>95</td>
<td>-</td>
<td>5</td>
</tr>
<tr>
<td>M6 (10% RC)</td>
<td>90</td>
<td>-</td>
<td>10</td>
</tr>
<tr>
<td>M7 (15% RC)</td>
<td>85</td>
<td>-</td>
<td>15</td>
</tr>
</tbody>
</table>

3- Sample preparation and testing
A total of six cubical specimens with dimensions of 50 mm × 50 mm × 50 mm were prepared for each mix composition, in accordance with [17-21]. For each mix, the dry ingredients (PC, L, RC and GP) were firstly mixed in a mixer for 3 minutes, before the water was introduced and the mixing continued for further 3 minutes. Subsequently, the consistency of fresh mortar was measured by slump test, in accordance with BS EN 12350-2:2019 [20]. The semi-paste mixture was afterwards poured into the pre-oiled moulds and vibrated for 1 minute to remove air voids. Afterwards, the mortar-filled moulds were stored at 20±5 °C to be de-moulded after 24 hours, preparing for the curing. Finally, six cubes were cured in a water tank at 20±5 °C, preparing for the unconfined compressive strength test at 7 and 28 days of moist curing. Finally, the unconfined compressive strength was conducted using a compressive machine at a load speed ratio of 1.4 kN/sec, in accordance with BS EN 12350-3 2019 [21].

**Results and discussions**

1- Slump test
The slump value of mortars made with glass powder and red clay is presented in Fig.2, alongside the slump value of Portland cement-based mortar as a benchmark.

---
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As seen in Fig. 2, the observations revealed a gradual increase in the slump value, as the quantity of glass powder increased, where the control mortar mix (M1-100%PC) displayed the lowest slump value of 160 mm, relative to that of 162 mm, 171 mm, and 184 mm for the case of M2-5%GP, M3-10%GP and M4-15%GP, respectively. This trend, however, was in reverse order in the case of cement substitution with red clay (see Fig. 2b), where the slump value was reduced gradually from 160 mm to 124 mm, 95 mm, and 64 mm for the mortar mix composition of M5-5%RC, M6-10%RC and M7-15%RC, respectively. The increase in slump value in the case of using glass powder as a partial cement substitution, therefore, suggests the possibility of reducing the water demand and improvement of the pumpability of the mortar, whereas the reduction in slump in the case of red clay indicates the needs for using lubricants such as superplasticizer if higher workable mortar is required.

The gradual enhancement in the slump value induced by using glass powder as a replacement for cement, which was in line with the outcomes of the slump value of concrete made with glass powder reported in [22], can be attributed to the glassy (smoothness) of glass powder surface, the lower water absorption capability of glass powder relative to Portland cement, and the coarser texture of glass powder, all of which ease the slumping of the mortar mixture. As for the gradual reduction induced by the application of lime-activated red clay is probably because of several reasons: 1) the high-water absorption capability of clay due to its negatively charged particle surface; 2) the substantial heat induced by the extremely high exothermic
hydration reaction of quicklime which causes the evaporation of water; and 3) the fineness of the clay particles [22-27].

2- Unconfined compressive strength (UCS)

The unconfined compressive strength (UCS) development of mortar fabricated using different glass powder and red clay contents as a partial replacement of Portland cement is plotted in Fig. 3, alongside the UCS of the Portland cement-based mortar (M1) as a benchmark.

Generally, there was a steady increasing development in the UCS as the curing age increases from 7 to 28 days for all the mortars cured in water. This, therefore, demonstrates the formation of new hydrates and confirms that the strength of cubical mortars followed the general trend of UCS evolution of cement-based materials. This strength development is owing to the initial hydration of cement components with water to produce hydrated products such as calcium silicate hydrate (CSH) and calcium aluminate hydrate (CAH), which are responsible for the densification of the concrete system and the interlocking of the mixture [2].

The effect of the incorporation of glass powder observed in M2, M3 and M4 showed that the unconfined compressive strength was increased as the quantity of glass powder increases to 10%, beyond which further increase induces a compromise on the UCS. As an instance, the 28 days-UCS was increased from 25.7 N/mm² for M1-100%PC to 27 N/mm² for M2-5%GP, and then reduced to 23.3 N/mm² for M3-10%GP, and 18.5 N/mm² for M4-15%GP, indicating that 5% cement replacement with glass powder is the optimum substitution level in terms of the UCS. This
unconfined compressive strength trend was also in agreement with the unconfined compressive strength trend of another researcher [22], who reported that 5% and 10% cement substitution is the optimum replacement level for concrete grade 33MPa and 45MPa, respectively. The improvement of unconfined compressive strength induced by the incorporation of glass powder at a 5% cement replacement level, is probably due to the reaction between the glass powder and the calcium hydroxide produced during the hydration of Portland cement, which facilitates the formation of further calcium silicate hydrate (C-S-H). These hydrates crystalline with time, densifying the mortar matrix, reducing the porosity, and inducing better bonding, all of which enhance the UCS performance. As for the reduction in UCS induced by the higher replacement level, this can be credited to the reduction in the quantity of cement, which induces a compromise on the needed oxides for the formation of calcium silicate hydrate (C-S-H) and calcium aluminate hydrate (C-A-H).

On the application of red clay soil as a part of Portland cement, however, the observation revealed a gradual compromise on the unconfined compressive strength as the quantity of red clay soil was increased. In this context, the 28 days-UCS was reduced from 25.7 N/mm² for M1-100%PC to 24.3 N/mm² for M5-5%RC, 22.5 N/mm² for M6-10%RC, and 17 N/mm² for M7-15%RC, indicating the negative impact of red clay on the strength development of mortar. This strength trend was not in line with the observation of the finding reported in [22], where the strength was increased corresponding to the addition of calcined clay, the difference of which can be assigned to the reactivity and the calcination of the clay used. For this reason, research studies considering the effect of heating the red clay at elevated temperatures are encouraged for future work, to select the appropriate calcination temperature for this particular clay (red clay) and to enhance the application of red clay as a partial replacement of cement.

Conclusions
The feasibility of developing an eco-friendly mortar by using both glass powder and red clay as a partial Portland cement substitution has been investigated under this study in terms of the workability and the unconfined compressive strength, and the main conclusions emerged from the results of the experimentations can be drawn as follows: The utilization of glass powder as a partial replacement of Portland cement in mortar mixture improves the workability (slump value)
as the cement substitution level increases, due to its glassy surface (smoothness), its lower water absorption capability, and the coarser texture of the glass powder, relative to that of the Portland cement.

The incorporation of red clay soil as a cement substitution in mortar reduces the workability of mortar, due to the high-water absorption capability and the fineness of the clay particles.

The unconfined compressive strength of mortar increases as the quantity of glass powder increases up to a 10% cement substitution level, beyond which the strength exhibited a gradual reduction. The enhanced strength at a 5% cement replacement level is due to the pozzolanic reaction between the glass powder and the calcium hydroxide, enabling the formation of further calcium silicate hydrate, thus densifying the matrix, and inducing better interlocking. As for the reduction in UCS beyond 5% replacement, this could be due to the reduction in the cement content, which induces a compromise on the needed oxides for the formation of hydrates responsible for strength development.

The application of red clay in mortar as a cement substitution yielded a gradual compromise on the unconfined compressive strength, as the amount of red clay increased. This is probably due to the lower reactivity of the clay used.

The limitations of this study, which can have an impact on the authenticity of the experimentation findings are the use of clay without calcination, which is anticipated the main reason for the reduction of strength. Therefore, studies considering the heating of clay at elevated temperatures and investigating the effect of calcination temperature on the ability of clay with respect to the mechanical performance of mortar are recommended for future work. In the process of heating, the silica content of the clay is improved and became more active, which in turn induces an enhanced mechanical property of the mortar matrix.

**Arabic section:**

العنوان: تقييم أداء اللاط الصدٍم للبٌئت المصىىع مً البىشولان الؼبُعي والاصؼىاعي؛

المؤلفون: ػهد المخصوم، زؤي الىزفلي، مىده الصُد، اًمً الفسحاوي

المؤلفون: شيد المخزوم، روى الوفالي، موده الصيد، ايني الفرجاني، منصور إبجيلية

الكلمات المفتاحية: (الملاط، المواد البىشولان، الطين الاحمس، مسحوق الزجاج)

المخصص: يهدف هذا الورقة البحثية إلى قياس أداء الإسمنت البورتنالي، أكتسب استخدام المواد الإسمنتية الكليمية (الملاط البورتناني) في تطوير المواد الفائقة على الأسمنت مثل الخرسانة واللاط، اهتماماً كبيراً في السنوات الأخيرة. لهذا السبب، تبحث هذه الدراسة في تأثير استخدام نوعين من المواد البورتنانية (البًئت الطبيعي والصىاعي)، ممثلة بالطين ومسحوق الزجاج، كدبيل جزي للاسمنت البورتنالي في تحسين الملاط الأسمنتي. تضمنت منهجية هذه الدراسة البحثية تصميم سبع تركيبات
من خليط الاطمأنة تلبسها من حيث قابلية التشغيل وقوة الضغط غير المجمورة
وفقًا لذلك، أوضح النتائج إمكانية تعزيز قيود الرجال كيديل للألمنت أدئ إلى
تحسين تدريجي في قابلية التشغيل، في حين أن دمج الاطمأنة الأحمس كيديل للألمنت
يؤدي إلى انخفاض تدريجي في قابلية التشغيل. في المقابل، أظهرت مقاومة الضغط غير
المجمورة أن محتوى مجروح الرجال الأحمر لأداء القوة كان 5٪. بينما لم يلاحظ أي
تحسين في القوة في هذه الدراسة باستخدام الاطمأنة الأحمر، مما يشير إلى تقوية مجروح
الرجال في تعزيز الخواص الميكانيكية للمادة. لذلك، تشير نتائج هذه الدراسة إلى
إمكانية تحسين خصائص الملاط الطازج والمصلب باستخدام مجروح الرجال كيديل
جذين للألمنت.
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STUDY THE EFFECT OF SOURCE OF PORTLAND CEMENT IN COMpressive STRENGTH (COPERESION STUDY)
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**Abstract:** As it is known, ordinary Portland cement is the basic material in the concrete industry, and the quality of cement is very important in producing concrete according to the required specifications, given the desire among citizens and companies to use certain types of cement in addition to the discrepancy in prices, and this indicates doubts about the quality and specifications of some types of manufactured cement locally or imported, and in order to give confidence to the consumer, we had to conduct a comparative study between cement manufactured locally in the factories of (Al-Ittihad Al-Arabi - Souk Alkhamis - Almargab) and imported from (Turkey-Tunisia), as these types are the most consumed, especially in the western region of the country. The aim of this study is to verify the extent of the effect of cement production sources on the compressive strength property of concrete, which is the most important property, whereby a concrete mixture was designed to achieve pressure resistance (25Mpa) and the use of the same proportions for the components of the concrete mixture (coarse aggregate - sand, water) from the same source and the only variable for each mixture is cement has been tested for slump and (6 cubes) for each mixture are prepared. (3 cubes) are tested to determine the compressive strength after (7 days), and (3 cubes) to determine the compressive strength after 28 days. It turns out that the variation in the pressure resistance after (28 days) is simple. Between each of the cements of the Arab Union, Souk Al-Khamis, Turkish Falcon and Tunisian Kairouan Cement, while Al-Margab Cement and Tunisian Central Mountain Cement did not achieve the target of the mixture.

**Keywords:**

**Introduction**

The civilizational development that the world is witnessing, which includes the development of construction works of various kinds, and Libya is among the countries that have witnessed urban development at various levels for decades, and it consumes very large quantities of cement and the construction of many factories in various regions of the country. However, very large quantities are imported from countries Many of them, including Tunisia, Egypt, Turkey, and others. Whereas, concrete is the basic material used in most constructions, and cement is the material that possesses cohesive properties (cohesive) and
adhesion (adhesive) in the presence of water, which makes it able to bind the components of concrete to each other and its cohesion with reinforcing steel and turn it into a complete unit. Cement has the property of setting and hardening due to chemical reactions in the presence of water, so it is known as hydraulic cement[1]. The raw materials used in the Portland cement industry consist mainly of limestone (CaO), silica (SiO2) and alumina (Al2O3) and iron oxide (Fe2O3). These compounds interact inside the furnace until a chemical equilibrium state is reached. This reaction results in clinker. The clinker contains four main compounds, namely: 1. Tri-calcium silicate (C3S) 2. Di-calcium silicate (C2S) 3. Tri-calcium aluminate (C3A) 4. Calcium iron aluminate (C4AF) [2] Due to the different proportions of oxides in raw materials according to the composition and environmental conditions surrounding these materials, and since factories use raw materials. The raw material is from different sources according to its location. Therefore, the quality and specifications of this important material depend on the quality of the raw materials.

practical program:
To achieve the objective of this study, a practical program was prepared that included the preparation of a standardized concrete mix design according to the proportions mentioned in Table (3). Six cubes were prepared from each mixture, i.e. for each type cement to determine the strength of concrete was tested after a 7 days and after 28 days, and the results were as shown in Table (4) and we measure the slump for each mix and the results shown in the table (5).

Materials used:
Cement:
Considering the aim of the study is to compare the compressive strength of concrete using different sources of Portland cement type (42.5) was chosen according to Libyan Standard Specifications No. (340/2009) from the following sources:

Table 1: Sources of cement

<table>
<thead>
<tr>
<th>No</th>
<th>Sources of cement</th>
<th>Name of cement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Zlitn</td>
<td>Union Arab company (Cement borag factory)</td>
</tr>
<tr>
<td>2</td>
<td>SOUK ALKAMES</td>
<td>Souk alkames</td>
</tr>
<tr>
<td>3</td>
<td>KOMES</td>
<td>Almirgab (Cement almirgab factory)</td>
</tr>
<tr>
<td>4</td>
<td>TURKY</td>
<td>Falcon cement</td>
</tr>
<tr>
<td>5</td>
<td>TUNIS</td>
<td>Kairouan</td>
</tr>
<tr>
<td>6</td>
<td>TUNIS</td>
<td>Jabaloust</td>
</tr>
</tbody>
</table>

Coarse and fine aggregate:
Coarse aggregate from a quarry in Bani Walid and fine aggregate from Zliten quarries were used. The granular gradient test of coarse and fine aggregate was carried out using the laboratory equipment of the Bani Walid College of Engineering. The results were as shown in Figure No. (1) and (2) according to American specifications [3].
**Figure 1:** the granular gradient of coarse aggregate

**Figure 2:** the granular gradient of fine aggregate

**water:**
The water of the Great Man-Made River was used, and the results of the chemical analysis were as shown in Table No. (2)

<table>
<thead>
<tr>
<th>Chemical composition</th>
<th>T.D.S</th>
<th>Cl</th>
<th>SO4</th>
<th>CaCo3</th>
<th>PH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result</td>
<td>1031 mg/L</td>
<td>354.53 mg/L</td>
<td>532 mg/L</td>
<td>425 mg/L</td>
<td>8</td>
</tr>
</tbody>
</table>

**Mix design:**
To investigate the compressive strength of concrete by using different sources of cement, a concrete mix was designed to achieve compressive strength (25Mpa) with uniform proportions. The only variable in it is cement according to Table No. (3).

<table>
<thead>
<tr>
<th>Mix component</th>
<th>Cement (kg)</th>
<th>Course aggregate (Kg)</th>
<th>Fine aggregate (Kg)</th>
<th>Water (litter)</th>
<th>Water cement ratio W/C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>323</td>
<td>1139</td>
<td>741</td>
<td>200</td>
<td>0.62</td>
</tr>
</tbody>
</table>

**Laboratory tests:**
Concrete mixtures have been prepared for various cement sources, using equipment in the laboratory of the College of Engineering, Bani Walid (balance - mechanical mixer - slump test device - cubes - pressure testing machine). 6 cubes were prepared from each mixture. 3 cubes are tested after 7 days and 3 cubes after 28 days, with a total number of 36 cubes, bearing in mind that all cubes have been processed according to the specifications’ recommendation, and the results were according to Table No. (4), and as Figure No(2). shows the test results after 7 days, and Figure No. (4) shows the test results after 28 days.

**Table 4:** Compressive strength of concrete

<table>
<thead>
<tr>
<th>No</th>
<th>Name of cement</th>
<th>Compressive strength after (7 days) (Mpa)</th>
<th>Compressive strength after (28 days) (Mpa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Union Arab company</td>
<td>18.5</td>
<td>27.93</td>
</tr>
<tr>
<td>2</td>
<td>SOUK ALKAMES</td>
<td>17.67</td>
<td>28</td>
</tr>
<tr>
<td>3</td>
<td>ALMERGAB</td>
<td>14.27</td>
<td>21.7</td>
</tr>
<tr>
<td>4</td>
<td>FALCON CEMENT</td>
<td>20.5</td>
<td>29.36</td>
</tr>
<tr>
<td>5</td>
<td>KAIROUAN</td>
<td>22.36</td>
<td>27.4</td>
</tr>
<tr>
<td>6</td>
<td>JBEI OUST</td>
<td>19</td>
<td>24.63</td>
</tr>
</tbody>
</table>

**Table 5:** Slump test

<table>
<thead>
<tr>
<th>No</th>
<th>Name of cement</th>
<th>Slump(cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Union Arab company</td>
<td>12</td>
</tr>
<tr>
<td>2</td>
<td>SOUK ALKAMES</td>
<td>18</td>
</tr>
<tr>
<td>3</td>
<td>ALMERGAB</td>
<td>10</td>
</tr>
</tbody>
</table>
Analysis of the results:
By looking at Table No. (5) and Figure No. (3), which show the slump test values for the various mixtures, where it was found that the highest slump value for the mixtures was the cement of Souk Al-Khamis and Al-Qairouan, and this indicates that these two types of cement show high operational performance of concrete, while Jabal Al-Wasat cement showed the lowest slump value. This indicates that the performance of the concrete is low. As for Al-Ittihad Al-Arabi cement, Souq Al-Khamis and Falcon cement showed a moderate decline, this indicates that the performance of using these two types of cement is good.

By looking at the table of tests for pressure resistance No. (4) and Figure No. (4) which shows the average results of the cube test after 7 days, it is clear that the slight discrepancy between each of the cements (Al-Ittihad Al-Arabi - Kairouan and - Souk Al-Khamis and Jabal Al-Wasat - and Falcon) in achieving a rate of 70% from designed value in this age of mixture, and this indicates that the cement specifications are good, while Al-Margab cement showed pressure resistance of 57% only from designed value in this age of mixture.

By looking at the test table No. (4) for pressure resistance and Figure No. (5) which shows the results of the tests after 28 days, it is clear that the slight discrepancy between each of the cements (Arab Union - Suq Al-Khamis - Falcon...
Conclusion and recommendations:
Referring to the laboratory results that were reached in this research to test the pressure resistance of the manufactured concrete from the mentioned sources, we can draw the following conclusions:
1. The Tunisian Jabal oust Cement showed a low workability.
2. Souk El Khamis Cement and Tunisian Kairouan Cement showed high workability.
3. Union Arab Cement, Souq Al-Khamis, and Turkish Falcon Cement showed good workability.
4. According to the results obtained from the pressure resistance tests after 28 days, it was found that the cements of (Al Ittihad Al Arabi - Souk Al Khamis - Turkish Falcon Cement - Tunisian Kairouan Cement) exceeded the design value of the pressure resistance, and this indicates the quality of these sources and their conformity with the Libyan standard specifications.
5. According to the results obtained from the pressure resistance tests after 28 days, it was found that the cements of (Al-Margab and the Tunisian Central Mountain Cement) did not achieve the design value for the pressure resistance.
6. Recommends the need for periodic control by the competent authorities on the specifications of raw materials and on all materials used in the cement industry, in addition to the necessity of periodic inspection of the factory and ensuring the calibration of devices and machines for locally manufactured cement.
7. The need to comply with the approved Libyan specifications for all types of cement supplied from abroad, with inspection of these factories prior to supply.
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Abstract: Cellular system is widely used in most countries, where the main adopted scheme is frequency reuse, as the same bandwidth is utilized by each group of cells (cluster). The clusters are repeated among significant geographical area which leads to interference between the cells of the same frequency, furthermore, the cells of high population suffers from high probability of blocking PoB, where the user can not access the network, in addition to the number of users outside the coverage area.

The aim of this paper is to build Visual Basic application to measure the above mentioned parameters. Visual Basic platform has been successfully built and operated, where simulation experiment is performed on BaniWalid city. the application could be used in improving the performance of existing wireless networks such as Libyana and Almadar.
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Introduction

Cellular theory suggests dividing the geographical area into many groups of cells (clusters). [1] [2] [3]

According to Frequency Reuse rule, each cluster is given the same frequency bandwidth, which is shared among three, four or seven cells, therefore interference occurs between co-channels, for example, between the cells in Figure 1 with letter G, or any cells having the same letters, Co-cells, that results an interference at user’s mobile. [1] [2] [3]

Signal-to-Interference Ratio, SIR, is the ratio of signal of cell where the user exits to remote co-cell [10] [11] [12]:

\[
SIR = \frac{1}{\sum_{i=1}^{k_d} \left( \frac{d}{d_k} \right)^n}
\]

Figure 1: Cellular System Geographical Diagram
where:

- $d$ is the distance from the mobile station to serving base station. $d_k$ is the distance from mobile station to interfering base stations.
- $i$ is the number of co-channel interfering cells.

Path loss parameter defines the amount of loss that the signal encounters in its path from transmitter to receiver, its value from 2 to 3 

Probability of Blocking $P_o$, the probability that the user finds the network busy, can be calculated by the following formula:

$$ A = \lambda h \quad \text{......... (2)} $$

$$ P_o = \frac{A^n}{n!} \quad \text{......... (3)} $$

$\lambda$ is the call arrival rate, number of calls per unit of time, $h$, is the average holding time (duration of the call), $A$ is the traffic, $n$ is the number of channels per cell (Capacity).

Number of users who are out of coverage is determined by calculating the customers who receive less than a lowest nominated threshold power (sensitivity). [1] [2] [3]

**Visual Basic**

Visual Basic is a programming language for designing applications that run under Microsoft's Windows operating systems. The language is useful for both beginners and specialists, beginning programmers, who deal with the direct visual projects of building simple applications that include texts, lists and various menus; and specialist programmers, who aim to build sophisticated Windows-based projects with lowest possible cost. [13].

**The purpose of the paper**

The purpose of the paper is to build VB application in order to measure SIR in equation 1, POB in equation 3, and number of users out of coverage.

**Proposed Application**

Figure 2: Main Page

Figure 2 shows the area where the application is tested, the picture illustrates a populated region in Bani Walid city, underneath the picture, a group of command buttons, text boxes, where data are to be entered, labels, and menus that are explained as follows:

**Figure 3: Population Management.**

Add Users button is used to distribute the users of the cellular network among dedicated area, this area is limited by X and Y coordinates and Scales. The distribution is performed randomly, required number of
people is written in the text box which labelled by (Number). Two list menus present the location of each user; Back button is used to clear the population in the case of mistaken distribution.

**Figure 4:** Antenna Parameters.
Add cluster button starts the establishment of group of antennas (Cluster), which usually contains three, four or seven antennas. The frequency Bandwidth is divided equally among the antennas; therefore, each antenna has its own group of channels. Before pressing Add Cluster or Add antenna, X Y location of the antenna should be entered, as well as the transmitting power and Mobile sensitivity, these parameters determine the area of coverage.

**Figure 5:** DATA IMPORT/EXPORT.
Bring/Save Buttons are used to save and import data such as Antennas locations and number of users and their locations, after completing the distributions and antenna localization, the work can be saved and imported in another session.
Figure 6: (A) BUTTON TO SHOW RESULTS PAGE, (b) Results Page, (c) Path loss text box, (d) Traffic Management tools, (e) Users distribution Measurement.

Clicking Calculator button shows the results page, path loss text box (c) is used to type the value of the path loss parameter which is indicated in equation 1.

Request Rate is the number of calls per minute, Holding Time is the call period, and Capacity is the number of channels in each cell, these values are to be entered in the mentioned text boxes respectively before clicking Calculate button.

P(blocking) is the probability that the user finds the network busy, i.e all the channels are occupied, this command is used after filling the above boxes.

SIR button is pressed to determine the Signal to Interference Ratio, SIR, which is the ratio of the signal from nearest antenna to the signal from another antenna having the same frequency Band Width, co-cell.

Users out of coverage calculates the number of users that receive weak signal, lower than their mobiles' sensitivity.
Two clusters have been proposed, each cluster contains four antennas, the population is considered to be 30000 users distributed randomly among the area (20 Km x 2 Km), and Request Rate is assumed to be one call every five minute, with average duration of 12 seconds.

SIR is found to be about 137.4, and 8038 users are out of coverage, with 2745.25 users per cell.

Probability of Blocking is 7%, i.e. the user finds the network busy at seven calls out of hundred calls.

Conclusion

Robust Visual Basic application has been built in order to measure the performance of cellular systems; the application could be used as a tool to enhance the performance of existing wireless network such as Libyana and Almadar.

Many practical conclusions are accomplished from this study, the most major conclusion is that antenna location distribution plays primary role in changing the performance parameters, which means that the service can be improved by low cost action (moving the antenna location).

Transmit power has an obvious outcome on SIR, and the number of (out of coverage users).

While number of channels and users per cell affect the probability of blocking.

The application has many options such as changing the picture and working with different areas, which gives appropriate flexibility and reliability in order to evaluate and improve various cellular networks.

Arabic section:

شبكات الهاتف الخلوي تعاني من قصور في أداءها لأسباب كثيرة من أهمها النمو السكاني والتعدد الجغرافي الذي يحدث بعد فترة من بداية إنشائها الأمر الذي يسبب في خروج العديد من المشتركين من التغطية خصوصا في مناطق الدواخل بالإضافة إلى الضغط الذي يحدث على الشبكة نتيجة زيادة عدد المشتركين في المناطق المزدحمة وعدم تمكين العديد منهم من الوصول للشبكة لتصور إشعال خطوطها بكم. في هذا المشروع تم تصميم وتنفيذ مشروع فيجول بيسك يعرض خريطة أي منطقة والمحطات الخلوية الموجودة بها وقياس البارامترات ذات العلاقة بالأداء وأقتراح مواقع جدیدة لهوائيات أتغيير مواضع الهوائيات الحالية أو تغيير خصائص الهوائيات من أجل الحصول على أداء أفضل.
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Abstract: In this paper, two types of Medical images which were collected from CT scan and Ultrasound system in order to reduce the number of bits needed to represent a medical image with preservation of image quality. Medical imaging has a great impact on diagnosis of diseases and preparation to surgery. On the other hand, the storage and transmission is an important issue due to massive size of medical image data. For example, each slice of CT images is 512 by 512, and the data set consists of 200 to 400 images leading to 150 MB of data in average. An efficient compression of the medical data can solve the storage and transmission problem. Medical images are compressed using proposed algorithm that includes two techniques which are discrete cosine transform DCT and Vector Quantization VQ. The paper started from collecting Medical images, and developing compression algorithms by DCT-VQ using MATLAB and evaluate the performance of these techniques by measuring the difference between the original image and compressed images using Peak Signal to Noise Ratio PSNR, mean square error MSE, compression ratio CR, and bit per pixel BPP. Experimental results show that proposed algorithm produces a high quality for compressed images with acceptable compression rate in terms quantization level is more than 30%.

Keywords: (PSNR, JPEG, DCT, Compression Ratio, CT)

Introduction

With the improvement of medical imaging facilities, a growing amount of data is brought out in the modern image processing, and it leads to an increasingly heavy burden for data storage and transmission. Image compression is a technique of reducing the redundancies in image and represents it in shorter manner, which can allow more cost-effective utilization of network bandwidth and storage capacity. Therefore, the medical image compression plays an important role in many applications.

In the past decades, numerous and diverse image compression methods have been proposed to compress the digital images [1]. Digital image are generally characterized by three types of redundancies: spatial redundancy, coding redundancy and psych visual redundancy. The compression algorithms exploit these redundancies to compress image. Spatial redundancy
represents a fact that grey value of one pixel may be partially calculated by values of other pixels. The coding redundancy also called statistical redundancy refers to the use of variable length code to match the statistics of the original image. Psych visual redundancy is based on the human perception of the image information. Removing psych visual redundancy introduces distortion in uncompressed images, so this step is skipped during lossless image compression. Image compression can be classified as lossy and lossless. In lossy compression scheme, there is loss of information. And encoding is achieved with an acceptable degree of deterioration in the reconstructed image, with a high compression ratio, such as JPEG, JPEG2000. But lossless scheme is reversible and this represents an image signed with the smallest possible number of bits without loss of any information, and the compression ratio achieved is low JPEG2000. Applications like satellite image compression, medical image compression where any loss in data may lead to incorrect prediction or diagnosis, lossless compression methods are used. Lossy compression methods are used for compressing general purpose digital images where minor loss of data is no hindrance. Here we proposed compression method based on a frequency transform that is able to compress Medical image which is DCT-VQ. This transform contains unique features which allow for the creation of an efficient image compression. The main edge of image transformation using DCT-VQ is the elimination of redundancy between neighbour pixels. Efficiency or performance of the transformation scheme can be directly measured by its ability to array input data into as few coefficients as possible [1, 2].

**Transform Coding**

In transform coding, a reversible linear transform is used to map the image into a set of transform coefficients, which are then quantized and coded. The decoder is just reverse of the encoder. A typical transform coding system has four steps which are Decomposition of image into sub-images, forward transformation, quantization, and coding. An N x N image is subdivided into sub images of size n x n (mostly 8 x 8), which are then transformed; so as to collect as much information into a smaller number of transform coefficients. The quantization then quantizes the coefficients that contain the least information. The encoding process ends with the coding of the transformed coefficients. The most famous transform coding systems are Discrete Cosine Transform (DCT) .Transform Coding are preferred over all the transform coding techniques as it involves less number
of calculations. The standard presently accepted, created by the Joint Photographic Experts Group (JPEG) for lossy compression of images uses DCT as the transformation

**JPEG Image Compression**

Joint Photographic Expert Group (JPEG) image compression is an accepted technology. JPEG is a modern lossy/loss-less compression technique for colour or grey scale static images. In a case where there are neighbouring similar coloured pixels, this compression works well on continuous tone images. JPEG utilizes many parameters to in order to enable the users to manipulate the amount of information lost (and in this way likewise the compression ratio) over a very wide range.

**DCT Computation**

DCT is a computationally intensive algorithm which takes several electronic applications. DCT is a mathematical transformation that converts the data in the space or time domains to the frequency domain providing a close version of the signals with fast transmission, memory saves and many more. This algorithm is known to be exactly efficient due to its regularity and simple ability. Several DCT coefficients which are located in the frequency domain is a converted version of a DCT-2D pixel values a spatial image in the region. The image data inside the storage is distributed into some blocks MCU (minimum code units) before compression. Each block comprises of 8x8 pixels [2]. Some of the compression processes plus DCT-2D inside it will be carried out on every block. Each pixel value in the 2-D matrix is a value in the range of 0 to 255 for the intensity or luminance values and the range of -128 to +127 for the chrominance values. Before DCT is computed, all the values are moved to the range of -128 to +127. The average of every (64) values in the matrix is [DC] coefficient and the value are in the transformed matrix location F[0,0] while the remaining values(63) are known as the AC coefficients which contains a frequency coefficient associated with them. Furthermore, spatial frequency coefficients increment as it move amongst left and right (on a level plane) or between start to finish (vertically). Low spatial frequencies are grouped in the left top corner. Moreover, DC coefficient and the lower spatial frequency coefficients and the DC coefficient are responded to by the human eye. Besides, the eye will not detect the frequencies if a higher frequency coefficient magnitude reaches a certain low threshold.

The two dimensional DCT can be expressed as the following equation which is \( F(u,v) \).

\[
\frac{4}{N^2} a(u)a(v) \sum_{x=0}^{N-1} \sum_{y=0}^{N-1} f(u,v) \cdot \cos \left( \frac{(2x+1)u\pi}{2N} \right) \cdot \cos \left( \frac{(2y+1)v\pi}{2N} \right)
\] (1)
The two dimensional inverse DCT is given by

\[ f(x,y) = \sum_{u=0}^{N-1} \sum_{v=0}^{N-1} a(u,a(v)) F(u,v) \cdot \cos \left( \frac{(2x+1)\pi}{2N} \right) \cdot \cos \left( \frac{(2y+1)\pi}{2N} \right) \quad (2) \]

Where:
- \( F(u,v) \): coefficient values in the transform domain.
- \( f(x,y) \): coefficient values in the spatial domain.
- \( x,y \): spatial coordinates in the pixel domain.
- \( u,v \): coordinates in the transform domain.

\[ a(u,a(v)) = \begin{cases} \frac{1}{\sqrt{2}} & \text{for } u,v = 0 \\ 1 & \text{for } u,v = 1,2,...,N-1 \end{cases} \quad (3) \]

Equation (1) shows that the two dimensional DCT is derived by multiplying the horizontal one dimensional basis function with the vertical one dimensional basis function. Both one and two dimensional DCT works in similar approach [3].

**Vector Quantization**

Quantization is the manner by which visual data are carefully disposed without a major lack in the visible effect. Quantization helps to decrease the number of bits that is used to represent an integer value for the purpose of reducing the precision of the integer. Every component of the DCT is divided by different quantization coefficient also gathered together to an entire whole integer value step in the JPEG compression algorithm to evacuate a lot of data, this however lessens the entropy of the info streams of data. Quantization helps the compression process because of it lossy compression technique. Each nonzero AC coefficient in the intermediate symbol sequence is denoted by combining with the "run - length" (succeeding number) of zero-valued AC coefficients that go before it in the zigzag sequence [2]. Image compression contains standard quantization matrices that changes in every stage and quality that allows the user to determine on the level of quality that ranges between 1 to 100, where the lowest image quality is 1 and maximum compression 100 gives the finest quality and lowest compression. Due to this reason, quality/compression ratio can be designed according to purpose or requirement. From fig.1. It is good to note that quantization matrix that has a quality level 50 can produce a very good compression and tremendous decompressed image quality.
Zigzag Scan

The sequential zeros that occurs within each and every block are exploited with zigzag pattern. It normally start increasing from low-frequency to high frequency terms and the quantization will probably remove high frequency term in the quantization stage. This process will generally produce a more compressed output by positioning entropy for more order. The lower frequency components depict the steady luminance variations and are essential to the human visual system than the high frequency changes since human eye cannot note changes in higher frequency components. More zeros are expected to run after the quantization process where the important coefficients in the order of 8x8 blocks can be expected towards the end of the 8x8 block to enable more compression in the entropy [4]. Figure.2 displays the zigzag pattern. Data of 64 addresses that are organized in a zigzag pattern.

Run Length Encoding RLE

RLE is used to encode the zero values contained in the AC coefficients by retaining the omitted value and this are the number of zeros and the next non-zero component.

Experimental Procedures

The Compression algorithm for medical image compression based on the DCT-VQ implemented using MATLAB is given in the following steps as the figure

1. Load the original image into MATLAB.
2. split the image into 8x8 blocks of pixels.
3. Process a DCT on every pixel block from left to right, Top to bottom
4. Then quantize each block of DCT coefficients using weighting functions in order to optimize for the human eye.
5. Differentiate the DC and AC coefficient.
6. Encode the resulting AC coefficients (image data) of Zig-Zag Scan using a RLE Encoding

Fig. 3: The proposed algorithm of medical image compression

Implementation of Algorithm
Firstly the proposed algorithm is modelled and verified using MATLAB code as shown in the figure 4. Compression and reconstruction is performed and the performance is measured using several standard measurements for compression algorithm such as PSNR, MSE, CR, and BBP which are introduced in next topic.

Fig. 4: Implementation proposed algorithm on MATLAB environment

Image Quality Assessment Methods
Objectively, four most significant similarity measures are employed to compare the image that reconstructed after the process of compression algorithm with the actual image. It starts with the measure of PSNR and the next step is the measure of MSE whiles the third step and fourth step are the BBP and compression rate.

1. Peak Signal to Noise Ratio
PSNR measures the estimates of the quality of reconstructed image compared with the original image and is a standard Way to measure image fidelity. The PSNR can be evaluated as:

$$PSNR = 20 \log_{10} \frac{255}{\text{RMSE}}$$

2. Mean Square Error
The MSE is the cumulative squared error
between the compressed and the original image. This metric is applied as:

\[ MSE = \frac{1}{NM} \sum_{i=1}^{N} \sum_{j=1}^{M} (I_o(i,j) - I_{rec}(i,j))^2 \]  

(5)

\( I_{original} \) is the original image before the compression process and \( I_{reconstructed} \) is the image after applying DCT algorithms and MxN is size of image. A lower value of MSE signifies lesser error in the reconstructed image.

3. Compression measures

The basic measure of the performance of a compression algorithm is the compression ratio \( (Cr) \) and is defined by equation.

\[ Cr = \frac{\text{original data size}}{\text{reconstructed data size}} \]  

(6)

The higher the value of the compression rate will be worst image quality and vice versa.

4. Bit Per Pixel

The image quality is represented by the number of bits per pixel in the compressed image \( (BBP) \) which is defined as the total number of bits in the compressed image divided by the number of pixels. Moreover, bit per pixel BPP Can be calculated as 8 bit divided by compression ratio

\[ BBP = \frac{\text{bits in the compressed image}}{\text{number of pixel}} \]  

(7)

Results and Discussion

In this analysis, the proposed compression algorithm is conducted on CT scan and ultrasound images with different quality levels. These quality levels are from 10 to 90 scales. PSNR, MSE, CR, and BBP are used to evaluate the difference between the original image and reconstructed image. In this paper, medical image compression quality was performed with five quality levels. These quality levels indicate that perfect reconstructed images is related with high quality level. However, inferior image quality came with low quality level due to colour depth is reduced and the detail of sections of the image are removed. Figure 5&8 illustrate the original image of CT scan and Ultrasound images with reconstructed images with different quality respectively. Table 1&2 show that, if quality level is high the error measurements for reconstructed images were excellent and if quality level is low, image quality was inferior. The best value for PSNR at quality level 90. This parameter indicates that reconstructed image had no perceptual difference from the original. On the other hand, as shown in table 1&2 when quality level is decreased the error measurements start getting worse until a point is reached where it is easy to note perceptual difference from the original image. Table 1&2 illustrate that there is inverse relationship between PSNR and MSE because higher value of PSNR is good because it means that the ratio of signal to noise is higher. Here, the signal is the
original image, and the noise is the error in reconstruction. If compression scheme have a lower MSE and a high PSNR, you can recognize that it is a better. Figures 7&10 illustrate that there are proportional relationship between bit per pixel and PSNR. Because of bit per pixel indicates how much data can be recorded for each pixel. A high number of bits per pixel records more subtle gradations in colour so images are more accuracy and closer to original images. There are inverse relationship between bit per pixel and MSE, and proportional relationship between bit per pixel and PSNR. Because of bit per pixel indicates how much data can be recorded for each pixel.

![Original Image](image1.png) ![Quality level 10](image2.png)  
![Quality level 30](image3.png) ![Quality level 50](image4.png)  
![Quality level 70](image5.png) ![Quality level 90](image6.png)  

**Fig. 5:** Original & Reconstructed CT Scan images with different Quality levels  

**Table 1:** The Proposed Algorithm compression of CT Scan Image

<table>
<thead>
<tr>
<th>Quality Level</th>
<th>PSNR</th>
<th>MSE</th>
<th>CR</th>
<th>BPP</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>32.08</td>
<td>40.25</td>
<td>3.73</td>
<td>2.14</td>
</tr>
<tr>
<td>30</td>
<td>38.08</td>
<td>9.7</td>
<td>2.05</td>
<td>3.88</td>
</tr>
<tr>
<td>50</td>
<td>40.77</td>
<td>5.44</td>
<td>1.74</td>
<td>4.57</td>
</tr>
<tr>
<td>70</td>
<td>43.26</td>
<td>3.06</td>
<td>1.54</td>
<td>5.07</td>
</tr>
<tr>
<td>90</td>
<td>48.6</td>
<td>1.02</td>
<td>1.42</td>
<td>5.60</td>
</tr>
</tbody>
</table>

**Fig. 6:** The relationship between CR & SNR of CT scan
Fig. 7: The relationship between BPP & SNR of CT scan Image

![CT Scan Image](image)

(a) Original Image  
(b) Quality level 10  
(c) Quality level 30  
(d) Quality level 50  
(e) Quality level 70  
(f) Quality level 90

Table 2: The Proposed Algorithm compression of Ultrasound Image

<table>
<thead>
<tr>
<th>Q</th>
<th>PSNR</th>
<th>MSE</th>
<th>CR</th>
<th>BPP</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>32.7</td>
<td>34.7</td>
<td>3.77</td>
<td>2.11</td>
</tr>
<tr>
<td>30</td>
<td>38.5</td>
<td>9.17</td>
<td>1.97</td>
<td>4.04</td>
</tr>
<tr>
<td>50</td>
<td>41.08</td>
<td>5.06</td>
<td>1.73</td>
<td>4.62</td>
</tr>
<tr>
<td>70</td>
<td>43.59</td>
<td>2.84</td>
<td>1.59</td>
<td>5.01</td>
</tr>
<tr>
<td>90</td>
<td>48.8</td>
<td>0.86</td>
<td>1.4</td>
<td>5.70</td>
</tr>
</tbody>
</table>

Fig. 8: original & reconstructed Ultrasound Images with different quality level

![Ultrasound Images](image)

Fig. 9: The relationship between CR & SNR of Ultrasound Scan Image

![Ultrasound Image](image)
Conclusions

A successful algorithm has been applied for compressing of medical images. This paper was successfully compressed medical images using DCT and VQ techniques. These techniques were applied on two medical images as CT scan, and Ultrasound images. Compression of medical images was performed with five different quality levels. The performance of compression process was successfully using the proposed techniques namely as MSE, PSNR, BBP, and CR. From the experimental and mathematical results it can be deduced that the proposed algorithm produces a high PSNR with different quality levels.
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Abstract: The fast expansion of global manufacturing and commerce has led to an increasing need for the automated and univocal identification of goods everywhere in the globe. In this regard, radio frequency identification (RFID) technology has been developing as a suitable and more advanced substitute for barcodes. RFID technology is already being used in a wide range of everyday applications, and the on-metal tagging solutions that are currently available are thicker and significantly more expensive than conventional RFID tags. Additionally, it is currently difficult to create miniature RFID tags with uniform (or nearly uniform) reading patterns that would enable identification of small objects regardless of their orientation. As opposed to that, the design of RFID tags with optimum reading distance is an intriguing study topic within the context of RFID technology since some applications demand maximizing the reading distance, even at the price of the tag dimensions. The primary goal of this paper is to design a UHF RFID reader antenna for emerging identification and sensor applications. To better select the best antenna based on the application and design it, the antenna theory required for a reader designed for a particular application is investigated. By exploring antenna size reduction and optimization strategies, which leads to the creation of computer-aided simulations, a brand-new UHF RFID reader with low cost and tiny size and high gain and directivity was invented. Despite being tiny, this antenna was nevertheless able to deliver an excellent free space read range performance. Analysis and measurement findings were explained, and HFSS was used to introduce antenna analysis.

Keywords: (Radio Frequency Identification (RFID) technology, Voltage Standing Wave Ratio (VSWR), Return Loss (S))

Introduction

RFID is a technology that is more reliable than a bar code and offers wireless identification and tracking capabilities. A reader is primarily a radio frequency (RF) transmitter and receiver, managed by a microprocessor or digital signal processor, and is now more frequently referred to as an RFID interrogator. Where an RFID tag receives electricity from it, an RFID reader emits electromagnetic signals. The circuits inside the microchip are subsequently powered by this energy. The chip modifies the waves and then transmits the
modified wave back to the reader. Where the reader can see the tag, this technique is known as backscattering. Antennas (for reader and tag) play a crucial part in RFID systems. The chip may broadcast the identification-related data thanks to the antenna. Since the tag antenna can be placed anywhere on the target, the reader antenna should have circular polarization characteristics. The system developer's main concerns have been shrinking the size of the UHF RFID reader antenna and increasing its gain.

Microstrip antennas are often used in telecommunications due to their many benefits, including their tiny weight, low volume, affordable production, and ability to operate at two or three frequencies simultaneously. Microstrip antennas, however, have a variety of drawbacks. These microstrip patch antenna's narrow bandwidth is a severe drawback [1], but by reshaping the antenna as a bow tie, it may be used as a great example of a frequency-independent antenna. And the primary reason for selecting this antenna is to include a new communication technology that is improved and effective for sophisticated applications.

1. This article describes the construction of a single band Bow-Tie Octagonal antenna for wireless communications and RFID readers that will resonant on the UHF RFID band of 860 to 960Mhz. HFSS simulation software is used to do the theoretical simulations. **Design of Bow-Tie antenna for UHF RFID Reader Application**

   Antennas play a crucial role in radio transmission systems. The selection of an antenna is dependent on the requirements of the application, such as frequency, gain, price, coverage, weight, etc. Bow tie antennas are renowned for their beneficial qualities and multiband capabilities. An antenna's properties (such as its impedance, polarization, radiation pattern, etc.) will vary if its dimensions change even if it was constructed with ideal conductors and dielectrics. will not vary as long as the operating wavelength is altered by the same amount. As a result, if an antenna's shape is only dictated by angles, its performance would be independent of frequency since it would be scale-invariant [2]. A great illustration of a frequency-independent antenna is the bow tie. And the primary reason for selecting this antenna is to include a new communication technology that is improved and effective for sophisticated applications.

   An antenna is built into the mobile UHF RFID device, also known as a hand-held RFID reader. The antenna needs to be significantly smaller than the typical reader antenna for these applications. With a 2–4 dBi antenna gain, the read range of handheld RFID scanners is really three to five meters. Applications requiring portable RFID readers have employed a variety of antenna designs. For the RFID reader in [2], two corner truncated stacked patches are employed. In this study, a straightforward modified bow-tie antenna is suggested for use with handheld, all-purpose RFID readers. The antenna is made up of two arms, a stepped transformer, and a bow-tie antenna.

2. **Bow-Tie antenna dimensions calculation**

   The Bow-Tie antenna's [4] construction is straightforward since the antenna structure is entirely determined by its angle and length L1, Figure 1. The Bow-Tie antenna's length and degree of inclination both affect its impedance.
and operational bandwidth.

![Conventional Bow-Tie antenna geometry.](image1)

**Fig. 1: Conventional Bow-Tie antenna geometry.**

Following formula/equations are used in the Bowtie Antenna Calculator.

Wavelength $\lambda = \frac{c}{f}$

Length in mm: $L = 0.375\lambda = 125$.

Width in mm: $W = 0.25\lambda = 83.3$.

**3. Optimization of antenna design workflow**

This study starts by modeling and optimizing a traditional printed bowtie antenna supplied by a coaxial wire. The intended parameters, however, cannot be met since the greatest size of the substrate is less than a fourth of the working wavelength. Then, significant low values of VSWR at the operational frequency are acquired by introducing and modifying adjustments to the antenna's shape, and an omnidirectional gain is achieved. The gain of a conventional printed bowtie antenna is maintained since the introduced alterations do not impair the antenna's radiating pattern. The overall process for the antenna design is as follows.

1. Create a Traditional Bow-Tie antenna as indicated in Figure (2) without using a typical ground plane.

![Traditional Bow-Tie antenna.](image2)

**Fig. 2. Traditional Bow-Tie antenna.**

2. Improve the standard bowtie antenna.
3. Add rounded arms to the traditional bowtie antenna, as illustrated in Figure 3, to lower the size by 40%.

![Rounded Bow-Tie antenna.](image3)

**Fig. 3. Rounded Bow-Tie antenna.**

<table>
<thead>
<tr>
<th>L</th>
<th>W</th>
<th>Ls</th>
<th>Ws</th>
</tr>
</thead>
<tbody>
<tr>
<td>54.2</td>
<td>39.4</td>
<td>28</td>
<td>20</td>
</tr>
</tbody>
</table>

**Table 1. Traditional Bow-Tie antenna parameters at 900 MHz.**

4. Add a T slot to the radiating arms of the conventional bowtie antenna, as illustrated in Figure (4), as the initial alteration.

![Proposed Bow-Tie reader antenna geometry.](image4)

**Fig. 4. Proposed Bow-Tie reader antenna geometry.**

5. Modify the settings of the two modifications introduced to boost the performance of the antenna and meet its requirements. The performance and handling requirements of the antenna.

Utilizing the Ansys HFSS software, all computational models were created. Figure (5) displays the final dimensions following simulation and optimization.

![Proposed Bow-Tie reader antenna geometry.](image5)
In HFSS, the published structure is implemented. To acquire the scattering parameters, the required simulations are run. The collected findings lined up with the data those had been published, completing the antenna validation.

### 3.2 Simulated Results

For designing, simulation is employed, which is quite common for designing antennas. Antenna gain, total directivity, return loss, VSWR, current distribution, and radiation patterns are only a few of the simulated graphs that are created and displayed in the images. Using electromagnetic full wave simulation (HFSS), this has been verified.

**a- Antenna Return Loss**

Figure (6) displays the 2x1 microstrip antenna array’s simulated reflection coefficient. It is clear that the reported antenna has a bandwidth that ranges from 838 MHz to 1 GHz and can operate in the band (under -10 dB) at centered 900 MHz (-20.98 dB). Therefore, it is evident that this working spectrum complies with UHF RFID’s design specifications.

**b- Voltage Standing Wave Ratio (VSWR)**

Figure (7) depicts the UHF RFID antenna’s VSWR. At 900 MHz, we recorded 1.18 dB with excellent values, indicating good received signals.

**c- Radiation Pattern in 3D**

Figure (8) displays the radiation patterns for the UHF RFID design reader antenna array.
Since the antennas are patch type, they exhibit directional radiation patterns in the phi=0 deg (x-y plane) and phi=90 deg (y-z plane) planes. There is a directional pattern on the antenna.

**c. Gain and Directivity**

The intended antenna radiates with a gain of 2.21dB and a directivity of 2.22dB in the broadside direction. Figure (9) below shows 3D far field plots for gain and direction. The gain and directivity of the antenna are good.

![3D far field plots for gain and direction](image)

**Fig. 9. 2D and 3D of Gain and directivity of the Bow-Tie reader antenna.**

**f. Current Distribution on the antenna**

The field distribution between the patch and the ground plane is referred to as the current distribution, and it is utilized as a gauge for the radiation from microstrip patches. The 900 MHz current distribution pattern is seen in Figure (10). At this frequency, the maximum current in the proposed antenna is 40 (A/m). The red arrows depict the strongest current distribution in the antenna patch.

![Current distribution pattern](image)

**Fig. 10. Current distribution on the Bow-Tie reader antenna.**

### 4. Conclusion

The following observations are reached in light of the simulation findings presented in this article. This study provided an illustration of the UHF RFID band RFID reader antenna design method. Despite the recent surge in popularity of RFID technologies, there is still a sizable gap in the appropriate design of tags depending on particular applications or uses, such as inventories, apparel, medications, etc. Optimal reader performance parameters, such as read range, antenna radiation, gain, and antenna efficiency, among others, are the major challenge that antenna designers must solve.

This study offers a systematized RFID reader antenna design process to close this gap. Because Bow-Tie antenna have been a fast expanding area of study due to its light weight, compact size, and simplicity of manufacture, a small reader antenna for UHF-RFID applications has been described. In this study, a Bow-Tie antenna that increases gain and directivity is constructed, and the effects of adding T-shape slots for a UHF RFID reader are explored. For the UHF band, the return loss was less than 10 dB (-20.9 dB). The value of the radiation pattern changes to be directional once the slot is added, with a gain of 2.21 dB and a directivity of 2.22 dB. Also...
When compared to conventional antennas, the projected size decrease is roughly 40%. It can be readily and cheaply manufactured. By using a substrate material with a low dielectric constant, the antenna is small and thin. These qualities are notably helpful for RFID applications and the mobility of wireless communication equipment throughout the world.
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Abstract: The growth of mobile communications has considerably expanded the number of linked devices. Lack of efficient and small antenna components is one of the most frequent causes of this. The demand for more effective and efficient mobile terminals has substantially risen as a result of the growing number of linked devices and the requirement for high-speed wireless communication. A conventional Multiple Input Multiple Output MIMO antenna system only functions as an antenna array if the coupling between the components is high. However, it is well recognized that this technology has a flaw, and that flaw is the coupling between the various components of the system. In the event that there is a strong connection between the radiating elements, a MIMO antenna system just functions as an antenna array. Because of this, To take use of MIMO technology's advantages, there needs be a significant decoupling between the radiating parts. This paper's major goal is to research and construct printed multi-port MIMO antenna designs with integrated decoupling strategies for 5G smartphones. The excellent electromagnetic characteristics of these materials have drawn a considerable deal of interest in recent years. These substances are man-made structures that display traits not seen in nature. By regularly merging artificial structures, a metamaterial may be created. Additionally possessing lending qualities, metamaterials are known to enhance antenna gain and high isolation coupling when put next to them.

The findings from simulation and measurement are well-coordinated. The suggested structure would work with mm-wave 5G applications in the 28 GHz frequency region. Additionally, the operational frequency band's max gain is 9.14 dB. Metrics of MIMO performance such the Envelope Correlation Coefficient (ECC), Mean Effective Gain (MEG), and Channel Capacity Loss (CCL), Analysis of the suggested structure's diversity gain (DG). The final design incorporated a size/performance trade-off in favor of shrinking the structure's size to enable its application in smaller size devices. and the outcomes show that the design is suitable as a possible competitor for MIMO 5G Smartphone applications. Using Ansoft HFSS, the suggested antennas' simulation was performed.

Keywords: (Multiple Input Multiple Output (MIMO), Voltage Standing Wave Ratio (VSWR), Return Loss (S))

Introduction

RFID technology offers wireless communication. The shift from 4G to 5G technology is now taking place in the realm of mobile communication technology. Users' needs for better wireless communication services are being driven by the fast increase of mobile data. Information must be accessible promptly and quickly, transmission efficiency
must be increased, and system security must be improved. As a result, 4G is gradually beginning to fall short of the increased communication requirements, and its flaws are becoming more apparent. From 2020, When 5G reached the commercial stage, it indicated that it was progressively taking over as the standard mobile communication technology. Its frequency range includes the mm-Wave band (24.25-54.6 GHz) and sub-6 GHz (450 MHz-6 GHz). High-speed data transfer and dependable connectivity with minimal latency are the key characteristics of 5G [1]. Furthermore, the 5G user’s positive Quality of Experience (QoE) necessitates superior antenna diversity and increased channel capacity.

Diversity systems with two receivers were created as a solution to multipath effects’ signal fading, and thus marked the beginning of the development of MIMO. Studies already conducted [4,5] have demonstrated that, in comparison to simple input simple output (SISO) systems with a straightforward layout as illustrated in Figure (1), MIMO systems include several extra pathways, and by reducing multipath impact, latency, and packet loss, the communication modes may be improved. Additionally, Shannon’s theorem states that the signal-to-noise ratio (SNR) and channel bandwidth affect the channel capacity. Additionally, because to the multi-port architecture, MIMO systems have shown the ability to double data throughput with a fixed bandwidth and transmission power [2]. As a result, researching MIMO systems is crucial to creating 5G communication systems.

One of the greatest electromagnetic revolutions of the 20th century has been predicted by the emergence of metamaterials. Human-made composite materials known as metamaterials enable the customization of electromagnetic and acoustic wave propagation through media. The geometrical arrangement of its constituent parts, sometimes referred to as "meta-atoms," controls a significant portion of the mechanical or electrical response of these artificial structures, much like crystals and protein chains. The most remarkable feature of metamaterials is their ability to be created with unusual properties that are rarely seen in nature [2], such as artificial magnetism (magnetism without naturally magnetic materials), negative-refractive indices from positive-index materials, and invisibility cloaking (or "invisible" materials that do not interact with light).

As a result, the design difficulties and characteristics for obtaining high channel capacity with minimal complexity pique the interest of the researchers and serve as a motivator for the study and design of multiport MIMO antennas using met-materials for high data rate 5G applications.

This study describes a compact four antenna system for wireless multi-port MIMO applications. Each of the six antennas in the proposed MIMO antenna works at 28 GHz. Each antenna element is created using a single composite right/left unit cell. A novel strategy relies on current cancellation between the antennas to reduce mutual coupling without the use of extra structures. The suggested antenna has been evaluated for its high-speed performance and multipath resilience.
isolation, compact size, low cost, and characteristic evaluations of the prototype antenna array's return loss (RL), bandwidth, isolation, VSWR, and radiation pattern.

1. Metamaterials

Because the wave vector, electric-field, and magnetic-field vectors constitute an LH system, metamaterials are often referred to as DNG or LH media. This name was originally used by Veselago in 1968 [3]. Veselago noted that LH metamaterials (LHMs) exhibit certain unusual features, including the inverse Snell effect, an inverse Doppler shift, and backward-directed Cherenkov radiation in his groundbreaking study [3]. LHMs also have simultaneous negative permittivity and permeability. However, because there weren't any resources that could be used to make his idea until 1999. essential features of In the next subsections, LHMs are described and contrasted with those of conventional materials.

Metamaterials (MTMs) are substances that have been designed to generate electromagnetic characteristics that are rare or challenging to get in nature. Due to their assurance that they will provide permittivity ε, permeability μ and index of refraction. The potential use of metamaterials in several electromagnetic applications has sparked widespread attention. owing to their special electromagnetic characteristics, which include zero propagation constant at non-zero frequency, anti-parallel phase and group velocities, and so on.

The idea that materials with simultaneously negative permittivity and permeability are technically possible and have a negative index of refraction was put up by Russian scientist Victor Georgievich Veselago in the 1960s. These media were given the label "left-handed" by Veselago because they produce a left-handed triplet rather than the right-handed triplet that is produced by traditional right-handed media (RHM) [3].

![Fig. 2. The possible combinations of permittivity and permeability, [32].](image)

The characteristics of the materials involved affect how a system reacts to the presence of an electromagnetic field. By describing these materials' macroscopic qualities like permittivity and permeability, these properties are characterized. using permeability and permittivity.

2. Design of a CRLH Unit-Cell (Interdigital) Antenna

We take into consideration the unit cell depicted in Figure (3.4) in order to extract the parameters $L_R C_R L_L$ and $C_L$ in the CRLH implementation of Figure (3). Figure (3) (a) depicts the equivalent circuit of this unit cell, which is made up of a series connection between the interdigital capacitor and the shorted stub inductor, while Figure (4) (b) depicts an additional T-network that will be utilized for extraction. The interdigital capacitor's and the stub inductor's scattering parameters are first calculated independently using either measurement or full-wave modeling. To do this, a brief piece of microstrip TL must be inserted at each end of the component to guarantee the extinction of the higher-order modes caused by the discontinuity in the transition from the coaxial connection to the microstrip. because phase is
connected to the most significant characteristics of MTMs. [4].

**Fig. 3. Unit cell of the microstrip CRLH TL.**

The calculations for the ZOR antenna design’s original unit cell model. The arrangement was changed several times to get the desired outcome, as illustrated in Figures (5) and (6).

**Fig. 4. Circuit models for the parameters extraction of the unit cell. (a) Equivalent circuit. (b) Auxiliary equivalent π and T networks.**

To calculate the Interdigital Capacitor values, we use the below equation [5].

\[
C(pF) = \frac{\varepsilon_r 10^{-3} K(k)}{18\pi K'(k)} (N - 1) l
\]

where:
- \( K(k) \): is the complete elliptic integral of the first kind
- \( K(x) \): Complementary Function of \( K \)
- \( K' = \sqrt{1 - K^2} \)
- \( a = W/2 \)
- \( b = (w + s)/2 \)

\[
\varepsilon_r = \begin{cases} 
\frac{\varepsilon_r + 1}{2} + \frac{\varepsilon_r - 1}{2} \left[ \frac{1}{1+0.04(1-\frac{W}{h})^2} \right] & \text{for } \frac{W}{h} < 1 \\
\frac{\varepsilon_r + 1}{2} + \frac{\varepsilon_r - 1}{2} \left( \frac{1}{1+0.04} \right) & \text{for } \frac{W}{h} > 1
\end{cases}
\]

\[
\frac{w_c}{w} \approx \frac{5N}{3} - \frac{2}{3} = 0.39\text{mm}
\]

**Fig. 5. Layout of the Interdigital Capacitor [34].**

**Fig. 6. Proposed unit cell of the microstrip CRLH TL.**

1. Choose center frequency, \( f_0 \), which represents broadside radiation. (\( f_0 = 28 \) GHz)
2. Calculate width required to obtain \( Z_0 \), set \( w \) to this value. (\( w = 5.0 \) mm).
3. Set stub width, \( w_s \), to 20% of \( w \). (\( w_s = 1.0 \) mm).
4. Set stub length (\( l_s = l_i - w \)) to \( w \); the electrical length of the stub has to be less than \( \frac{\lambda}{2} \).
5. Set the number of fingers, \( N \), to 6 or 10. Then determine required \( w_c \) and \( S = 2w_c/3 \). \( N = 6 \) chosen.
6. Calculate length of interdigital finger.
   \[ l_c = \frac{k_g}{B} \approx \frac{c_0}{8f_0\sqrt{\varepsilon_r}} \approx 8.15 \text{mm} \]

   After optimization, the geometric parameters are carefully modified. Antenna's actual dimensions are 2.45 mm x 8.21 mm. The final dimensions are displayed in Figure (7) following simulation and optimization using HFSS Software.

**Fig. 7. Geometry Structure of proposed CRLH Antenna in (mm).**

The outcomes for the solitary antenna. To verify the simulated outcomes produced by the HFSS software.

**a- Antenna Return Loss**

The suggested 28 GHz antenna's return loss in dB is illustrated in Figure (8). The simulated return loss (reflection coefficient) of the CRLH antenna demonstrates that it can operate (under -10 dB) with a 28 GHz center frequency and a -17.8999 dB bandwidth (FBW16.79%). This indicates that the antenna uses the 5G band.

**Fig. 8. The reflection coefficient of CRLH antenna.**

**b- Voltage Standing Wave Ratio VSWR**

Figure (9) displays the planned single antenna's VSWR. At 28 GHz, we found 1.3 dB with excellent values, indicating good received signals.

**Fig. 9. VSWR of 28 GHz CRLH single antenna.**

**c- Radiation Pattern**

The proposed antenna's simulated 2D and 3D, xz-plane and yz-plane radiation patterns are shown in Figure 10 for the 28 GHz frequency. The developed antenna exhibits good broadside radiation patterns in the xz-plane and yz-plane, as illustrated in Figure (10). The intended antenna emits energy in a focused beam.

**Fig. 10. 2D and 3D radiation pattern of the proposed 28 GHz CRLH antenna.**

**d- Gain and Directivity**

With a gain of 9.149 dB and a directivity of 9.259 dB, the proposed antenna emits a directed beam of radiation. Figure(11) below shows 3D far field plots for gain and directivity. Because of the antenna's strong gain and directivity, its efficiency is 98.8%.
f- Current Distribution on the CRLH single antenna
The field distribution between the patch and the ground plane is referred to as the current distribution, and it is utilized as a gauge for the radiation from microstrip patches. The red arrows in Figure (12), which depicts the current distribution pattern at 28 GHz, indicate the strongest current spread in the antenna patch.

From the CRLH single antenna findings (proposed antenna), it can be shown that the antenna performs well at 28 GHz, has a high gain and a directed beam, and is less in size than a typical microstrip antenna—by more than 40%. The multi-port MIMO antenna design for 5G smartphones works well and is suited for this size.

4. Design of a Metamaterial Multi Port MIMO Antenna (28 GHz)
Figure (13), which depicts the suggested MIMO antenna’s construction. By emphasizing the arrangement of components in an orthogonally symmetric way with various inter-element spacings, the four-port MIMO design development is primarily accomplished. The dimensions of the MIMO antenna are 37371.6 mm3 for a 0 mm edge-to-edge separation (d) between the components. Each MIMO antenna component on the opposing sides of substrate, They make up a structural block and are generally used in 6.5-inch smartphones. They are positioned at one of the four corners of the RT-Duroid 5880 dielectric substrate (loss angle tangent: 0.02, relative permittivity: 2.2). Because the feed line (orange) and ground (blue) are made by printing copper on the front and back of the substrate, it is sometimes referred to as a printed circuit board (PCB). We included an interdigital to lower the mutual coupling and return loss. It should be emphasized that every antenna component is symmetrical in every way. Contrary to the structure used in earlier investigations, which had a CRLH metamaterial TL etched on the dielectric substrate’s front surface, the feeding technique results in a dual-polarized radiation characteristic. The prototype of the suggested antenna is simulated and optimized using HFSS Software to validate this simulation. Each antenna component is made to function in the 28 GHz range. One of the most promising bands for 5G communication is this one. Modern Smartphone devices may make advantage of the MIMO antenna that is being suggested.

An antenna’s final performance is optimized by carefully adjusting the geometric characteristics. Antenna’s physical dimensions are 76x169x1.6 mm3. Figures (13), and Figure (14), which display the final dimensions...
following simulation and optimization using HFSS Software.

In HFSS, the published structure is implemented. To acquire the scattering parameters, the required simulations are run. The collected findings lined up with the data that had been published, completing the antenna validation. The outcomes for the solitary antenna, in order to verify the computer-simulated outcomes produced by HFSS software.

**a- Antenna Return Loss (reflection coefficient) and mutual coupling**

Figure (15) shows that the return loss values for S11, S22, S33, and S44 have reached the target value of less than -10 dB, which is centered at 28 GHz with -12.76, -12.5, -12.4, and -12.33 dB, bandwidth that ranges from 2.05 GHz to 2.2 GHz, indicating that the antenna is operating at 5G band.

**b- Voltage Standing Wave Ratio (VSWR)**

The measured isolation parameters VSWR-1, VSWR-2, VSWR-3, and VSWR-4 at 28 GHz resonant frequency match to the values of 1.59, 1.62, 1.62, and 1.63 in Figure (17), which depicts the VSWR for 4G-LTE MIMO antenna. This indicates well received signals
when the values are good.

![Fig. 17. VSWR (1,2,3,4) of the Proposed MIMO Antenna.](image)

**c- Radiation Pattern Gain and Directivity of the Proposed MIMO Antenna**

Antenna 1 is terminated with 50 impedances, while the other three elements are produced with far-field patterns in an anechoic room. Due to the proposed antenna’s symmetry, port 1 is measured because other ports produce the same patterns when activated. Figure (18) depicts the radiation patterns for the proposed MIMO antenna for the 5G frequency. Since the antennas are patch type, the radiation patterns in the phi=0 deg (x-y plane) and phi=90 deg (y-z plane) planes are directional as would be expected.

![Fig. 18. 2D and 3D Radiation Pattern of the Proposed MIMO Antenna.](image)

For Ant.1, Ant.2, Ant.3, Ant.4, the suggested design shows a simulated peak gain value of 9.149 dB and the directivity of 9.259 dB. The antenna efficiency is around 81%. Figure (19) below shows the 2D and 3D far field plots for the planned antenna’s gain and directivity. The antenna’s gain and directivity are also good.

![Fig. 19. Gain and Directivity of the proposed 28 GHz MIMO antenna.](image)

**d- Current Distribution and E-field on the proposed MIMO Antenna**

Investigating the surface current density allowed for a deeper analysis of the reported MIMO antenna system’s radiating process. Investigating the antenna components that affect radiation characteristics and clarifying the degree of connection between various MIMO antennas were the main goals of this study. When port 1 is enabled at 28 GHz, the surface current distribution is shown in Figure (20). The feed line and the margins of the slot-shaped antenna are where the current is most heavily concentrated. Additionally, the ground’s rectangular holes show a noticeable current dispersion. The metamaterial in radiation behavior is established by this. Additionally, as seen in Figure 20, the metamaterial makes the concentration of the coupling current between MIMO antennas minimal.

![Fig. 20. Current distribution on the proposed 28 GHz MIMO Antenna.](image)
5. MIMO Performance Parameters

The parameters, which have been studied to analyze the performance of MIMO antennas include.

1- Envelope Correlation Coefficient ‘ρ’ (ECC)

The degree of coupling between various antenna components in a MIMO system is measured using the envelope correlation coefficient (ρ). The performance of the decoupling increases with decreasing envelope correlation coefficient value. Ideally, it is 0, but in reality it is less than 0.5. Higher isolation results from a lower ECC value, which improves diversity performance. In [5], formula expresses the S parameters based on the suggested four-port MIMO antenna’s calculated ECC of 0.3.

2- Total active reflection coefficient (TARC)

One of the diversity parameters used to verify the accuracy of the observed S parameters is the TARC. Random signals and their phase angles for adjacent and diagonal ports are involved. Additionally, for specific phase angles between ports, it confirms the true behavior of the isolation parameters S12, S13, and S14. Efficiency and bandwidth will be impacted when all antenna components are used in MIMO at once. Therefore, the TARC is a reliable tool for determining the MIMO system’s performance over S parameters. When the first port is kept constant while the input signals of the other three ports are stimulated with phase variations between 0 and 180, TARC is monitored. According to calculations, TARC is 27 dB for 28 GHz. This guarantees steady TARC and shows little mutual coupling between the ports.

3- Diversity Gain (DG)

For the MIMO arrangement, diversity gain illustrates "the loss in transmission power when diversity schemes are performed on the module." included in source [5]. According to calculations, the DG is around 9.2 dB across the band, which guarantees that the antenna will perform well in terms of diversity.

4- Channel Capacity Loss (CLL)

The number of radiators in a MIMO system enhances the channel capacity without increasing bandwidth or transmitted power levels. However, interference between the components reduces capacity. CCL can only go as fast as 0.4 bits/s/Hz. CCL was added to the list of MIMO performance characteristics, giving information on the system’s channel capacity losses due to the correlation effect. Equations from [5] are used to quantitatively compute the CCL. Calculation shows that the obtained CCL for the proposed MIMO antenna is less than the realistic requirement of 0.4 bit/s/Hz over the entire 28 GHz operating spectrum, ensuring the proposed system’s high throughput.

6. Conclusion

This work introduces a unit cell antenna based on metamaterials methods. First, a discussion and design for a single antenna have been made. It has been claimed that good optimization, good matching, and a typical radiation pattern across the antenna MIMO. The findings support a good compromise between the radiation pattern and reflection coefficient that generated a frequency range with good matching properties starting at around 28 GHz. The minimum value of VSWR is around 1.3 at 28 GHz, and the bandwidth ranges from 26.3 GHz to 31 GHz (FBW16.79%). The reflection coefficient S11 is -17.8999 dB. The suggested MIMO antenna has a directedness of 9.25 dB and a gain of 9.14 dB, indicating strong reception signal and a directional beam radiation pattern. The
suggested antenna’s benefits include compactness (8x3x1.6 mm\(^3\) in dimension, a size decrease of about 60%). Additionally, it is pretty obvious that the suggested antenna operating band complies with the 5G standard operating frequency design criteria.

The primary goal of the study is to propose and analyze a 4-port MIMO antenna for 5G smartphone designs with good isolation. The suggested shaped construction produced high isolation performance. Four antennas make up the construction of the proposed MIMO antenna. Each of the four corners of the RT-Duroid 5880 dielectric substrate (relative permittivity=2.2, antenna elements on opposing sides form a structural block) is occupied by an antenna element. loss angle tangent is 0.02). The substrate has a 1.6 mm and is commonly utilized in the Infinix 8 Smartphone. the gain is 9.25 dB, the directivity is 9.14 dB, and the reflection coefficient S11 is -12.76 dB, which indicates a good reception signal and directed radiation pattern for each port. Metamaterials are used to enhance gain and directivity. The advantages of the suggested antenna include compactness, which results in a size reduction of about 60%. Additionally, the developed antenna provides improved values for the observed isolation parameters S12, S13, and S14 between the two ports at operating frequencies, ranging from -44.5 dB to 51 dB at 5.06 GHz resonant frequency. Without the use of any additional structure such as DGS or parasitic elements, the orientation of the interdigital capacitor has reduced the mutual coupling between two antennas, demonstrating the effectiveness of metamaterials in reducing the electric field distributed between antennas. The concentration of the coupling current between MIMO antennas is negligible as a result of the metamaterials' structural design. Additionally, the proposed system’s high throughput is guaranteed by the MIMO performance metrics, which include the envelope correlation coefficient (ECC) of 0.3, diversity gain (DG) of 0.92 dB, total active reflection coefficient (TARC) of -27, and channel capacity loss (CCL) of less than 0.4 bit/s/Hz. The suggested antennas are simple and inexpensively fabricatable. Utilizing a substrate material with a low dielectric constant, the suggested antenna is small and thin. All simulations in this study have been carried out using the electromagnetic program Ansoft HFSS, making it clearly evident that these properties of the proposed antenna operating at 28 GHz band fulfill the design criteria of 5G standard operating frequency.
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Abstract: For 4G-LTE applications, this study presents an integrated design with an array antenna system. With cut rectangular shape and a slightly sloped ground, a two-shared radiator for 2.1 GHz is presented. A 2-element slot is included in each port of the suggested design. Two antenna system components are housed on a single, inexpensive FR4 substrate that is fed by a 50 microstrip. In order to construct tiny antennas for communications, it is essential to provide enough antenna isolation. The findings show that the antenna has a better than 10 dB return loss at 2.1 GHz. The cancellation of current between any two antennas is a novel method for reducing mutual coupling. The suggested antenna achieves greater isolation than -26.7 dB between a pair of inputs. Additionally, the suggested antenna has a compact size reduction of around 60% compared to traditional patch antennas operating at the same frequency. This is due to the tiny spacing between antenna pieces.

Keywords: (Fourth generation (4G), Voltage Standing Wave Ratio (VSWR), Return Loss (S))

Introduction

Typically, each element offers modest values of directivity (gain) and has a rather broad radiation pattern. To address the needs of long distance communication, it is often required to construct antennas with particularly directional properties (quite high gains). Only by expanding the antenna’s electrical size would this be possible. Increasing the size of individual pieces frequently results in more directive properties. Forming an assembly of radiating elements in an electrical and geometrical structure is another technique to increase the antenna’s size without necessarily increasing the size of the individual elements. An array is the name given to this novel multi-element antenna. An array's elements are
frequently the same. Although it is not required, doing so is frequently more practical, easier, and convenient. An array's constituent components, such as its wires and apertures, can take on any shape. The vector sum of the fields emitted by the individual elements yields the array's total field. The fields from the array's elements must interact constructively (add) in the appropriate directions and destructively (cancel each other) in the empty space in order to produce extremely directed patterns. In theory, this is possible, but in reality, it can only be approximated.

An antenna array is made up of a number of antenna components that are spatially dispersed according to a common fixed point at predetermined places. It is possible to electronically scan the main beam and/or place nulls in any direction by adjusting the phase and amplitude of the exciting currents in each of the antenna elements. The arrangement of the antenna components is flexible, with linear, circular, and planar arrays being the most popular geometries. When using a linear array, the array's elements' centers are arranged in a straight line. It is referred to be a uniformly spaced linear array if there is identical distance between each element of the array. A circular array is one whose elements' centers are located on a circle. The centers of the array elements of a planar array all lie on the same plane. The planar array includes both the circular array and the linear array as special examples. The radiation patterns of the individual elements, their orientations and relative locations in space, and the amplitude and phase of the feeding currents all affect the radiation pattern of an array [1].

The three definitions that appear in literary works the most are presented. The classification of various types of adaptive antenna systems in Figure 1 is the sole distinction between them.

Fig. 1: Adaptive antenna array definition a- Adaptive array. b- Adaptive array coverage c- Different adaptive array concepts.

By integrating the impacts of multipath propagation or by effectively using the various data streams from various antennas, adaptive antenna systems can enhance connection quality. The advantages of adaptive antennas are best summed up as follows [2].

1. Increased range/coverage. 
2. Increased Capacity. 
3. Lower power requirements and/or cost reduction. 
4. Improved link quality/reliability. 
5. Increased spectral efficiency. 
7. Reduction of handoff. 
8. Spatial information.

In this study, a 2x1 array antenna for wireless applications (4G-LTE applications) is provided. The two elements have modest sizes and very
low mutual coupling, and each one is mounted on a FR4 substrate with a dielectric constant of 4.4. The antenna has 2.1 GHz bandwidth coverage. The electromagnetic full wave simulations HFSS have been used to validate the designed outcomes.

7. Basic single patch Microstrip antenna for 2.1 GHz band (G-LTT applications)

The relative permittivity (also known as the dielectric constant) of the substrate, substrate height (h), and operating frequency (also known as the resonance frequency) are the three key factors for the operation of a microstrip patch antenna. Following evaluation of these three factors, length, width, patch input impedance, and fed dimensions are measured. Then, the antenna’s performance, including its radiation pattern, S parameter, efficiency, and gain, is discovered.

Utilizing HFSS software, the 4G-LTE microstrip patch antennas were created. The antenna’s shape was decided to be a square patch antenna with the dimensions W L and FR4 substrate with a dielectric constant of 4.4, and its height is equivalent to 1.6 mm. The antenna is intended to function at 2.1 GHz. Using a microstrip transmission line is the feeding method. The microstrip calculation website made it really easy and useful to determine the dimensions of the microstrip feed line for matching.

Figure (2) depicts the antenna, whose dimensions were determined using the microstrip antenna transmission line analysis model (3). Figure (2) displays the final dimensions following simulation using HFSS Software.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating frequency</td>
<td>2.1 GHz</td>
</tr>
<tr>
<td>Dielectric Constant</td>
<td>4.4 (FR4)</td>
</tr>
<tr>
<td>Height of the substrate</td>
<td>1.6 mm</td>
</tr>
<tr>
<td>Width of the patch (W)</td>
<td>42.46mm</td>
</tr>
<tr>
<td>length of the patch (L)</td>
<td>32.93mm</td>
</tr>
<tr>
<td>Width of the ground (Wg)</td>
<td>100mm</td>
</tr>
<tr>
<td>length of the ground (Lg)</td>
<td>95mm</td>
</tr>
<tr>
<td>Z0</td>
<td>50</td>
</tr>
<tr>
<td>Feeding method</td>
<td>Microstrip Line</td>
</tr>
</tbody>
</table>

In HFSS, the published structure is implemented. To acquire the scattering parameters, the required simulations are run. The collected findings lined up with the data that had been published, completing the antenna validation.

2.1 Simulation results

For designing, simulation is employed, which is quite common for designing antennas. Several simulated graphs, including those for antenna gain, return loss, VSWR, total directivity, and current distribution (mapped 2D and 3D view), are produced and displayed.
in the figures. Using electromagnetic full wave simulation (HFSS), this has been verified.

**A- Antenna Return Loss**
The operating band is centered at 2.1 GHz (under -10 dB) with -12 dB, making it obvious that this operating band satisfies the design criteria of the 4G-LTE standard operating frequency. Figure 3 shows the return loss in dB for 2.1 GHz microstrip antenna.

**Fig. 3: Microstrip antenna return loss at 2.1 GHz**

**B- Voltage Standing Wave Ratio VSWR**
Figure (4) displays a microstrip antenna's good values for the VSWR (dimensionless), which was 1.67 at 2.1 GHz.

**Fig. 4: Microstrip antenna VSWR at 2.1 GHz.**

Microstrip patch antennas were the ideal choice for communication systems engineers based on performance and benefits such as low weight, low profile, and cheap cost from planned and simulated findings. However, it has a few shortcomings, including low gain, poor efficiency, and a small (3-6%) core frequency bandwidth, which is insufficient for the majority of modern wireless communication systems. Being able to reduce the size of different wireless equipment, including antennas as a crucial component of wireless communication systems, is one of the primary problems in antenna design for contemporary wireless communication systems. However, developing the radiation qualities throughout the whole frequency range presents greater difficulties and is important to get good results.

A typical definition of antenna gain is the ratio of the power generated by the antenna from a distant source on the beam axis to the power generated by an idealized lossless isotropic antenna that is equally sensitive to signals coming from all directions. Decibels are typically used to indicate this ratio. Due to the influence of substrate thickness and relative dielectric constant on antenna gain, microstrip antennas are infamous for having low gain. Thickness is inversely related to gain and directivity. Many techniques, including Left Handed Material (LHM) and array antenna, are employed to increase antenna gain [6].

To offer more thorough information on the antenna design and optimization, the proposed antenna is changed to explore the influence on gain. Parametric analyses of the proposed antenna are also presented. The variables under investigation include slot addition and antenna size reduction, to more clearly grasp how the settings affect the antenna’s performance.

**8. Optimization of conventional microstrip antenna for 4G-LTE applications**

The simulated antenna model displayed in the preceding section had a reasonable return loss and VSWR over the whole antenna band, but the band was tiny and the radiation pattern was weak. This section makes a novel design suggestion to increase the performance of a standard microstrip patch antenna by increasing bandwidth and radiation pattern. This slotted microstrip patch antenna is brand-new. Modern design elements including slotted patches, microstrip line feeding, and patch structures are used. The combined
impact of using these methods with the suggested patch results in a low profile, high gain, and decreased size. Utilizing HFSS software, theoretical simulations are carried out.

Figure (5) depicts the proposed antenna’s configuration. The antenna’s $r = 4.4$ low-cost FR4 substrate served as the design foundation. It was fed by a microstrip-line, which can be readily integrated on the same substrate. The single patch’s dimensions were constructed with a rectangular patch’s shaped slot on it; these measurements are: $W = 14.7$ mm, $L = 12$ mm, $a = 4$ mm, $b = 10$ mm, and $c = 3 \times 2$ mm. A $11.5 \times 3.11$ mm microstrip line is used to obtain the feed. The proposed antenna has a ground plane that measures $20.3 \times 17.4$ mm and is hung 1.6 mm above it. The size of the patch antenna is being reduced by around 50%. The suggested can be simply made at a very minimal cost.

**Fig. 5:** Optimization of conventional microstrip antenna.

The simulated antenna model using HFSS software is shown in Figure (6).

**Fig. 6:** Geometry of Proposed microstrip antenna at 2.1 GHz in (mm).

The right choice of loading left-handed components was made when designing the suggested antenna. Using electromagnetic full wave simulation (HFSS), this has been verified. Figure (7) displays the proposed antenna’s simulated reflection coefficient. The described antenna can obviously function in the 2.1 GHz frequency. The bandwidth ranges from 1.94 GHz to 2.23 GHz (FBW 13.8%), and the operational band is centered at 2.1 GHz (under -10 dB) with -18.49 dB. Therefore, it is evident that this operating band complies with the 4 G-LTE standard operating frequency’s design criteria..

**Fig. 7:** The return loss of the proposed microstrip antenna at 2.1 GHz.

The construction known as a single element microstrip patch antenna is often made for low power applications. Additionally, it is restricted by its low gain, constrained bandwidth, and lossy directive. The most popular way to boost the bandwidth, directivity, and gain for applications that call for high gain and high directivity in small and conformal devices is to use multi-element devices, often known as arrays. Because of its straightforward production and adaptability with MMIC (Microwave Monolithic Integrated Circuits) technology, a microstrip patch antenna array is employed. Microstrip patch antenna’s cost is one of the main considerations when selecting an array element. Because it is inexpensive and widely accessible. The goal of this work is to create a microstrip antenna with a high gain.
directional gain for use in the 2.1 GHz band. Initially, we configured our antenna as a single-element microstrip patch, but after analyzing the results for antenna characteristics, operation frequency, radiation patterns, reflected loss, efficiency, and antenna gain, we changed it to a 4-pot array antenna with two elements per port. This produced better results than the original single-element antenna because the gain and directivity of the rectangular microstrip shape increase as the number of elements increases. The design and analysis of 4x1 linear antenna arrays to improve directivity, gain, efficiency, and radiation patterns are covered in the following section.

9. Microstrip Antenna Array (2x1) Design for 4G-LTE Application

Making tiny, inexpensive, high gain, compact antennas is one of the problems in antenna design. The microstrip antenna has several benefits over traditional microwave antennas, which have led to its widespread application. Numerous benefits of microstrip antenna arrays, including their low profile, light weight, and low price, make them popular. Microstrip antennas have poor power handling capacity, low efficiency, and low gain. This section proposes and uses a high gain antenna array with 2x1 components activated using probe-feeding for 4G-LTE and WLAN applications. The suggested array’s architecture is based on a traditional antenna that operates in the 2.1 GHz centered 4G-LTE and WLAN frequency spectrum. A rectangular patch with a microstrip feed line was employed, and its dimensions are depicted in Figure (8).

There are two components to the array computation. The patch calculation comes first, followed by the 50-, 70-, and 100-transmission lines. The following equation may be used to calculate the Impedance for a Quarter-Wave Transformer by substituting Z₀ for 50 and Rᵣ for 100. The characteristic impedance of a transformer is shown in equation [4] as follows.

\[ Z₀ = \sqrt{Rᵣ Z₀} \]  

(1)

For an antenna array system that makes use of a power-splitting network, such as a parallel or corporate feed system, the employment of a 3-port power divider is particularly crucial. The corporate feed is just a device that maintains equal route lengths between input and output ports while dividing power amongst n output ports with a specific distribution. Here, a 2x1 antenna array power divider circuit was employed. Due to impedance matching, power dividers may be used with microstrip lines of various resistances. Two-antenna arrays should have a 50 ohm input impedance since single microstrip patch antenna has that. For impedance matching, the maximum power theorem is used. Figure (8) below shows the 2x1 antenna array’s power divider. Table (2) contains the dimensional parameters for the planned power divider.

Table (2). Dimensional Parameters of Designed Fed Network.

<table>
<thead>
<tr>
<th>Connection</th>
<th>Parameters Value (Ω)</th>
<th>Dimensions Value (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>50</td>
<td>transmission line 13.85x3.11</td>
</tr>
<tr>
<td>(2)</td>
<td>100</td>
<td>transmission line 1.7x11.73</td>
</tr>
<tr>
<td>(3)</td>
<td>70</td>
<td>transmission line 9x0.49</td>
</tr>
</tbody>
</table>
Fig. 8: Proposed 2x1 array geometry microstrip antenna.
The parasitic element in this array antenna is an element of a certain size and form that is put between other elements (nonphysically linked) or attached to the ground plane [16]. In order to lessen the reciprocal coupling between the elements, a parasitic element with a non-physical connection is employed in this research. The antennas are not really linked to parasitic components. By generating an opposing coupling field, these devices are utilized between the antennas to terminate some of the coupled fields, hence reducing the overall coupling on the target antenna. They might be floating, shorted stubs, or resonator-type devices. Additionally, parasitic components are created to regulate the coupling, isolation range, and bandwidth. This parasitic element will produce opposing coupling fields on both its sides in order to weaken the original field and minimize coupling overall [5]. The stub enhances antenna matching, and the slot inside it reduces radiation from the environment and enhances ground plane isolation strips are used to construct a stop band to reduce interference in the WLAN spectrum. An element with a certain shape and size that is connected to other components in an unphysical way or that is connected to the ground plane as a resonator is known as a parasitic element. To lessen the reciprocal coupling between the elements, a parasitic element with a non-physical connection is employed. In order to weaken the initial field, this parasitic element will produce an opposing coupling field on both sides of it lowering the total coupling in the process. It is suggested to use a parasitic element with a new spatial form, as shown in Figure (9).

Fig. 9: Geometric Shape of the proposed parasitic element.
The parasitic stub is 40mm × 5mm in size and is situated in the center of the substrate 6.5 mm from each patch’s border. There are two parasitic components, each measuring 2mm x 4mm.

Figure (10), which depicts the final dimensions following simulation and optimization using HFFS Software, shows these dimensions.

Fig. 10: View of Microstrip Antenna Array 2x1, Dimensions in (mm).

In HFSS, the published structure is implemented. To acquire the scattering parameters, the required simulations are run. The collected findings lined up with the data that had been published, completing the antenna validation.

4.1 Simulated Results
Antenna gain, total directivity, return loss, VSWR, current distribution, and radiation patterns are only a few of the simulated graphs
that are created and displayed in the images. Using electromagnetic full wave simulation (HFSS), this has been verified.

a- Antenna Return Loss
Figure (11) displays the microstrip antenna array's 2x1 simulated reflection coefficient. The reported antenna's operational band is clearly under -10 dB at cantered 2.1 GHz (-17.58 dB), and its bandwidth spans 2.056 GHz to 2.14 GHz (FBW 4.28%). Therefore, it is abundantly obvious that this operating band satisfies the 4G-LTE standard operating frequency design criteria.

b- Radiation Pattern in 3D
Figure (12) depicts the radiation patterns for the 2x1 microstrip patch antenna array designed for 4G-LTE. Since the antennas are patch type, they exhibit directional radiation patterns in the phi=0 deg (x-y plane) and phi=90 deg (y-z plane) planes. There is a directional pattern on the antenna.

c- Gain and Directivity
The intended antenna radiates with a gain of 4.91 dB and a directivity of 6.32 dB in the broadside direction. Figure (13), which shows 3D far field plots of gain and direction, is shown below. High directivity and gain characterize the antenna.

d- Voltage Standing Wave Ratio (VSWR)
The VSWR for a 4G-LTE microstrip antenna array is shown in Figure (14). At 2.1 GHz, we had 1.3 with excellent values, indicating good received signals.

e- Current Distribution on the Antenna.
The field distribution between the patch and the ground plane is referred to as the current distribution, and it is employed as a measure of the radiation from microstrip patches. According to Figure (15), the highest current
distribution is 155(A/m) at 2.1 GHz.

Fig. 15: Current distribution for microstrip antenna array.

4.2 Mutual Coupling Reduction of an Antenna using Parasitic Element Technique

The antennas are not really linked to parasitic components. By generating an opposing coupling field, these devices are utilized between the antennas to terminate some of the coupled fields, hence reducing the overall coupling on the target antenna. They may be floating, shorted stubs, or resonator-type devices [16].

Fig. 16: The Return Loss and Mutual Coupling (S11-S12) of the microstrip antenna array with parasitic at 2.1 GHz.

Additionally, parasitic components are made to regulate coupling, isolation range, and bandwidth. Based on the simulation presented in figure (16), the values of isolation with parasitic components are -22.22 dB. Because of the tiny size of the antenna, this approach is effective for isolation and is ideal for small devices like mobile phones.

The present 2.1 GHz dispersion pattern is seen in Figure 17. At 2.1 GHz, the patch antenna’s maximum current is 22.8 (A/m), and the E-field is 52.9 (kv/m), as illustrated in Figure (16). The surface current distribution and E-field distribution with parasitic elements are clearly terminated at the parasitic stub, indicating that the parasitic element approach is effective at lowering the electric field spread between antennas.

Fig. 17: Current Distribution and E-field on the array antenna at 2.1 GHz with parasitic element.

10. Conclusion

In this article, a 2x1 array antenna for 4G-LTE and other wireless communication technologies is presented. As a radiating element, a low profile antenna with microstrip has been employed. A band operation was successfully simulated in order to accomplish. The suggested design offers a two-element system for one port and is low profile, small, simple, and only requires one substrate. The 2.1 GHz band is covered by the integrated antenna system. The findings show that a suitable balance between the reflection coefficient and radiation pattern led to a frequency range with acceptable matching properties starting at about 2.1 GHz. A high isolation two-antenna system has been suggested and researched. Through the application of the suggested shaped structure and parasitic network element, satisfactory isolation performance was attained. This indicates a strong receiving signal and a directed radiation pattern because the return
loss S11 is -18.49 dB. The suggested antenna’s features include compactness (just 110 x 93 mm in dimension, a size decrease of about 50%). Additionally, at the working frequencies, the developed antenna offers greater coupling isolation between any two ports than 26.7 dB. Additionally, there is a 4.91 dB gain and a 6.32 dB directivity. A promising contender for 4G-LTE wireless communication equipment, the given antenna is also very small, inexpensive, conformal, and easy to construct. It exhibits excellent radiation properties across its working frequency spectrum.
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Abstract: The need for mobile communications is continually expanding, which drives up the demand for greater coverage, more capacity, and enhanced transmission quality. As a result, the radio spectrum needs to be used more effectively. The sort of antenna array that is adaptive Smart antenna systems hold out hope for a viable remedy to the issues with current wireless systems while attaining dependable and robust high-speed high-data-rate transmission. Smart antenna systems are capable of effectively exploiting the radio spectrum. Radars may effectively employ direction of arrival estimation (DOA) algorithms and interference cancellation to rebuild the original received signals and aid in the position determination of those signals. military surveillance, sonars, seismic exploration, and communications systems. Wideband signals are more challenging since they require more data and computer power to solve the same problem. Both fixed diagonal loading and diagonal loading based on Eigenvalues employ fixed diagonal loading factors that are independent of direction inaccuracy. The approaches, known as FDL and EDL, estimate the loading factor by adequately adapting already-presented narrowband beamforming techniques, and they demand perfect knowledge of the steering vector error, just like narrowband techniques do. Wideband DOA estimation techniques like Incoherent Subspace Processing (ISSM) and Coherent Signal Subspace Processing (CSSM) with Eigen-value Based Diagonal Loading Technique are presented in this study to improve wideband DOA accuracy. A uniform linear array antenna was used to test the mathematical adjustment for various correlated and uncorrelated wideband signals entering at various incoming angles. with knowledge of or an estimate of the incoming signal direction. This document will be processed entirely on a computer using MATLAB.
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Introduction

The development of adaptive antenna arrays is based on digital signal processing techniques. In order to improve reception in the direction of signals that are of interest while reducing interference in the direction of signals that are of no interest, the adaptive antenna array system gains the ability to find and track signals from both users and interference sources. The performance of an adaptive antenna array system is significantly influenced by the efficiency of digital signal processing techniques. Several DOA estimation approaches are used in adaptive antenna arrays to locate the target signal. The number
of plane wave occurrences and their angles on the antenna array are calculated using the DOA algorithms [1].

Wideband sources can also be located using array processing techniques. As was previously indicated, compared to the center frequency, the frequency bandwidth for wideband transmissions is rather big. Compared to narrowband signals, which had an indefinite length and just one frequency, wideband signals had a bounded duration. These presumptions can be loosened to accommodate signals with narrow bandwidths compared to carrier frequencies and lengthy durations compared to array sizes. Wideband signals are more challenging since they require more data and computer power to solve the same problem. While the phase delays of the narrowband signals may be used to estimate the time delays, wideband signals require further signal processing before the detection and estimation issues can be resolved using the current techniques.

11. Wideband Processing Beamformer

Based on time-domain processing and frequency-domain processing, there are two primary methods for wideband beamforming [2]. These methods can create beam patterns that are frequency-invariant over a wide range of signal bandwidths. However, for signals with large bandwidths, the frequency-domain approach offers computational benefit compared to the time-domain method [2].

Figure (1) depicts the structural layout of a beamformer for frequency-domain processing. The fast Fourier transform (FFT) is used in this beamformer to convert wideband signals from each element into frequency domain, and a narrowband processor processes each frequency bin. Additionally, the frequency-domain beamformer’s employment results in inexpensive hardware costs because it does not call for a high A/D conversion sample rate. In contrast to the frequency-domain approach, which only needs a sampling rate equal to the Nyquist frequency, the time domain method often requires five to ten times the Nyquist rate in order to provide accurate beamforming. When a large number of antenna components are employed particularly in high-frequency bands, the cost associated with high sampling rates will be more noticeable. However, the data storage needs and computing effort (for example, for FFT, inverse FFT) are higher for frequency-domain beamformers.

The FFT is used in the FDFIB to convert wideband time-domain signals to frequency domain, and each frequency bin is subsequently weighted by a suitably set complex factor. A FDFIB’s structure is seen in Figure (1). Any antenna array can be used in conjunction with the FDFIB. Additionally, the beam pattern’s frequency-invariant property is only dependent on the phases of the beamforming weights. Since the amplitudes of the beamforming weights may be changed, the FDFIB has an advantage in manipulating beam shape.
12. Incoherent Frequency Combining Methods
These techniques are wideband adaptive DOAs. The typical method for processing wideband signals involves taking a spectrum sample of the incoming signals from each sensor to create an array of narrowband signals. The narrowband signals at each frequency are treated independently in the so-called incoherent signal-subspace processing approach, and the outcomes from all frequency bins are then merged to provide the final result. However, when the sources are coupled and the SNR is low, the performance of this technique suffers. The subspace fitting methods, specifically MUSIC [3], are among the techniques for incoherent wideband DOA estimation that are now accessible.

3.1 Wideband MUSIC Beamformer
The observation space is often divided into signal and noise subspaces using subspace decomposition techniques. Through the decomposition of the array correlation matrix into its Eigen-structure form, the signal and noise subspaces are estimated in the first stage of these methods. The phrase "signal subspace" refers to the region of space that is covered by the covariance matrix eigenvectors that correspond to the dominating eigenvalues. The fact that signals' Eigen-values are greater than those of noise is used by the detection techniques. The approach for calculating the specific frequencies of many time-harmonic signals, known as MUSIC (Multiple Signal Classification) [3], is one of the most widely used techniques. By performing the Fourier transform of the aforementioned equation, one may derive the vector $X(t)$'s representation in the frequency domain.

$$X(\omega, \theta) = A(\omega, \theta)S(\omega) + N(\omega)$$  \hspace{1cm} (1)

Where,

$$X(\omega, \theta) = [X_1(\omega, \theta), X_2(\omega, \theta), \ldots, X_M(\omega, \theta)]^T$$

is the $M$ vector of array output.

$$S(\omega, \theta) = [S_1(\theta, \omega), S_2(\theta, \omega), \ldots, S_d(\theta)]^T$$  \hspace{1cm} \text{is the } d \text{ vector of source signals.}

$$N(\omega) = [N_1(\omega), N_2(\omega), \ldots, N_M(\omega)]^T$$  \hspace{1cm} \text{is the } N \text{ vector of noise.}

The array steering vector takes into account the far-field and assumes that the arrays are similar. $A(\omega, \theta)$ can be written as $A(\omega, \theta) = [a(\omega, \theta_1), \ldots, a(\omega, \theta_D)]$.

Fig. (2). Basic Principle of Incoherent Method.

Fig. (3). Block Diagram of the Incoherent Wideband Adaptive Beamformer.

The output covariance matrix is used in all traditional beamforming methods to identify the source’s direction of arrival. The output power at each of the sensors can be seen using the covariance matrix, and the matrix may simply be changed to achieve improvements at all of the sensors. [3] provides the symmetric covariance matrix of $X$ in Eq. 2.

$$R_{xx}(\omega, \theta) = E[XX^H] = \frac{1}{M} \sum_{m=1}^{M} X(\omega, \theta)X(\omega, \theta)^H$$  \hspace{1cm} (2)

Where, $E[\cdot]$ is the expectation operator and $[\cdot]^H$ denotes complex conjugate transpose.
This subspace is referred as Signal Subspace. The smallest \((M-d)\) Eigen-values of \(A(\omega, \theta).R_{ss}.A(\omega, \theta)^H\) are zero [4], i.e.

\[
\eta_{D+1} = \ldots = \eta_M = 0
\]  

(7) Finding the D distinct elements of \(A(\omega, \theta)\) that cross the subspace will yield the DOA for the no-noise. But if we take into account the matrix’s inclusion of a noise component \(A(\omega, \theta).R_{ss}.A(\omega, \theta)^H\) Given that the eigenvectors of the MxM matrix \(R_{xx}\) are all linearly independent, the Eigen-value decomposition (EVD) can be carried out as follows:

\[
R_{xx} = \begin{bmatrix} E & Q & E^H \end{bmatrix} E_S E_E^H Q_S 0 Q_R E_R^H \]

(8)

\[
= E_S^H Q_S E_E^H + E_R^H Q_R E_R^H
\]

(9)

Because is a Hermitian matrix \(R_{xx}\) full rank, each of the matrix’s eigenvectors \(e_i\) is mutually orthogonal to one another, i.e.

\[
e_i^H e_j = \delta_{ij}
\]

where \(\delta_{ij} = \begin{cases} 1 & i = j \\ 0 & i \neq j \end{cases}\)

(10) Because \(\lambda_i\) denotes the Eigen-value and \(e_i\) denotes the eigenvector of matrix \(R_{xx}\), the implies

\[
R_{ss} e_i = \sigma^2 e_i \quad i = D+1, \ldots, M
\]

(11)

Hence Eq (6) can be rewritten as.

\[
A(\omega, \theta).R_{ss}.A(\omega, \theta)^H e_i = 0 \quad i = D+1, \ldots, M
\]

(12) Since covariance matrix \(R_{xx}\) is real, positive, full rank diagonal matrix, it follows that \(A(\omega, \theta)^H e_i = 0 \quad i = D+1, \ldots, M\)

(13) According to the equation above, the steering
vector's \( [a(\omega, \theta_1), \ldots, a(\omega, \theta_D)] \) subspace is the orthogonal complement of the subspace spanned by the eigenvectors. \( \{e_{D+1}, e_{D+2}, \ldots, e_M\} \) This is shown as The eigenvectors of the covariance matrix, as was previously noted, are orthogonal to each other, so \( E_S \) and \( E_R \) are orthogonal complement. This can be expressed as
\[
\text{span}[e_{D+1}, e_{D+2}, \ldots, e_M] \perp \text{span}[a(\omega, \theta_1), \ldots, a(\omega, \theta_D)]
\]
As mentioned above that the eigenvectors of the covariance matrix \( R_{xx} \) are orthogonal to each other, so \( E_S \) and \( E_R \) are orthogonal complement. This can be expressed as
\[
E_S = \left[e_1, \ldots, e_D\right]^T \perp E_n = \left[e_{D+1}, \ldots, e_M\right] \quad (14)
\]
As a result, we can observe that the columns of \( E_S \) span the M-dimensional complex space's D-dimensional signal subspace similarly to the column vectors of matrix \( A(\omega, \theta) \), that is, the subspace covered by the D greatest eigenvalues of \( R_{xx} \) the D eigenvectors, has the name "signal subspace." The subspace covered by the M-D eigenvectors of \( R_{xx} \) the M-D lowest Eigen-values is known as the noise space. The orthogonal complement of the signal subspace and the noise subspace is one another. Finding steering vectors on the array manifold that have zero paperon in the noise subspace allows one to identify the direction of arrival. These steering vectors must be orthogonal to the noise subspace. The real direction of arrival is the direction that the best steering vector steers in. The DOAs are calculated by the MUSIC algorithm as the peaks of the MUSIC spectrum as \([4]\).
\[
P_{\text{music}}(\omega, \theta) = \frac{1}{a^H(\omega, \theta)E_nE_n^H a(\omega, \theta)}
\]  
(15)
The second stage is transforming a real Time domain signal to a complex Frequency domain since the approach acts in the Frequency domain. This is accomplished for each data block using FFT.
\[
X(\omega_k, \theta) = A(\omega_k, \theta)S(\omega_k) + N(\omega_k) \quad (16)
\]
\[
P_{\text{music}}(\omega, \theta) = \frac{a^H(\omega, \theta) a(\omega, \theta)}{a^H(\omega, \theta) E_n E_n^H a(\omega, \theta)} \quad (17)
\]
All beam-patterns or pseudo spectrum are incoherently averaged in this final stage, as illustrated in Fig. (3), to produce the resulting spectrum.
\[
P_{\text{incoherent-music}}(\omega_k, \theta) = \sum_{k=1}^N \frac{1}{a^H(\omega_k, \theta) E_n E_n^H a(\omega_k, \theta)} \quad (18)
\]
The orthogonality of and Un will decrease it to the minimum, which will grow, as can be seen from the denominator.
\[
P_{\text{incoherent-music}}(\omega_k, \theta). \quad \text{Thus, the highest peaks of the MUSIC spectrum are corresponding to the DOAs of the D signals impinging on the array.}
\]

### 3.2 Simulation Results
To assess the performance of the MUSIC method, a computer program is created using MATLAB. With arrival angles of \([-20°, 0°, 20°]\) and uncorrelated, respectively, the array is lighted. When compared to the white Gaussian noise in the background, the three sources are considered to have identical power, which is 0 dB. There are 128 pictures captured, then used to identify the DOA estimate on the MUSIC Beamformer. The outcomes shown in Figure (5) demonstrate that, when incident signals are expected to be uncorrelated, the MUSIC Beamformer can accurately determine the direction of arrival. Figure (5) displays the spatial spectral function produced by the multipath version of the signal at -20°, which is the situation in another scenario.
As can be seen, the MUSIC algorithm is unable to determine the corresponding DOA of either of the linked signals at -20° and -20° since the direction of both signals could not be determined with sufficient accuracy. When it comes to identifying linked input signals, MUSIC fails. Figure (6b) shows that the response of the music is not sharp at the peaks as opposed to being sharp in the case of an input signal that is uncorrelated. The source covariance matrix does not meet the complete rank constraint required by the MUSIC for Eigen decomposition \( E(\omega) \), which leads to this issue. Any narrowband approach may be used to calculate the degrees of freedom (DOAs) at each frequency where is the noise subspace at frequency \( \omega \) rather than MUSIC.

4. Coherent Frequency Combining
Wideband non-adaptive DOAs are the coherent technique introduced the CSSM in this section. The first approach for estimating wideband DOA is based on splitting the frequency band into non-overlapping narrowbands and estimating narrowband DOA in each band. To get the final DOA estimate, the DOA estimates for the various bands are then added together. However, this method cannot handle coherent signal sources. The CSSM \([20]\) is a different approach for handling coherent signal sources. This approach begins by using FFT to break down the wideband array data into a number of narrowband components. The narrowband array manifold matrices are then converted into focusing matrices in order to create matrices matching to a chosen reference frequency. The use of narrowband DOA estimation techniques, like the spectral estimation approach \([5]\), is then applied to determine the directions of arrival. The spectrum estimating techniques are favourable since they need less computing effort than other techniques (such those based on least squares, maximum likelihood, etc.). Preliminary DOA estimations close to the real directions of arrival are needed for the CSSM method’s focusing matrix design.
The first method to coherently sum the correlation matrices of different frequency bins was CSSM, which Wang and Kaveh developed [5]. Using a transformation matrix (focusing matrix) that is dependent on the frequency bin, it merges the correlation matrices at various frequency bins into a single general correlation matrix at a single focusing frequency. This process is known as concentrating. Coherent techniques’ general process is depicted in Figure (6-7).

A generic block architecture for the focused wideband adaptive beamformer is shown in Figure (7). In this method, a single time domain narrowband beamformer is used to concentrate the signal subspaces at various frequencies to a single frequency using a pre-processor that is implemented as a frequency dependent linear transformation matrix $T(\omega_j)$.

Low computing cost, the ability to address the signal cancellation issue, and enhanced convergence qualities are the key advantages of the coherent technique. Theoretically, the CSSM should utilize a focusing matrix $T(\omega_j)$ fulfilling [5].

$$T(\omega_j)A(\omega_j, \theta) \equiv A(\omega_0, \theta)$$  \hspace{1cm} (19)

Where $(\omega_j)$ are the frequencies within the bandwidth of the signals and $\omega_0$ is the focused frequency, i.e. $T(\omega_j)$ focuses the signal subspaces $T(\omega_j)A(\omega_j, \theta)$ at frequencies $(\omega_j)$ onto the signal subspace $T(\omega_j)A(\omega_0, \theta)$. The matrices $T(\omega_j)A(\omega_j, \theta)$ and $T(\omega_j)A(\omega_0, \theta)$ contain the steering vectors of the sources in their columns at frequencies $(\omega_j)$ and $(\omega_0)$, respectively, where $(\theta)$ is the DOAs vector.

There are several approaches to design the focusing matrix $T(\omega_j)$ in the following sections, we describe several representative focusing methods. They propose Rotational signal subspace focusing transformation (RSS). In [6] a quantities measure for the ratio of the array’s SNR following and before the focusing operation is used to determine the focusing loss. The benefit of employing unitary focusing matrices is emphasized by the authors since they have no focusing loss. In order to solve the following constraint minimization issue (Hung and Kaveh [6] devised a unitary focusing matrix), they suggest unitary transformations as follows:

$$\min_{A(\omega_0, \theta)} \left\| A(\omega_0, \theta) - T(\omega_j)A(\omega_j, \theta) \right\|_F$$

j=1,2,........J

Subject to $T^H(\omega_j)T(\omega_j) = I$  \hspace{1cm} (20)

Where $\left\| \cdot \right\|_F$ is the Frobenious matrix norm [20].

The solution to (22) is given by.

$$T_{RSS}(\omega_j) = V(\omega_j)U(\omega_j)^H$$  \hspace{1cm} (21)

Where the columns of $U(\omega_j)^H$ and $V(\omega_j)$ are the left and right singular vectors of $A(\omega_j, \theta)A(\omega_0, \theta)^H$. They named this focusing matrix the Rotational Signal Sub-space (RSS) focusing matrix. Then the general focusing
correlation matrix as.

\[ R_{\text{focusing}} = \sum_{j=1}^{J} T^H(\omega_j)R_{XX}(\omega_j) \]  

(22)

Therefore, the issue is how to identify focusing angles that should match the signal's DOA but are not accessible. Finding focusing angles \( A(\omega_0, \theta) \) that ought to be sufficiently near to the genuine DOAs typically involves employing low-resolution DOA estimating techniques. Some closely spaced DOAs, however, cannot be addressed using this method. Furthermore, focusing angles may not always result in a solution with the right value, unlike beginning values in other iterative approaches. For accurate estimates, focusing angles should be near to the genuine DOA; however, if they are not the same as the true DOA and the focusing frequency is not at the center of the signal's band, the bias will never reach zero. For high resolution techniques, the bias could be absolutely crucial.

5 - Eigen-value based Diagonal Loading

The EDL technique attempts to overcome the adaptive approach of the FDL technique by using the following equations to estimate [128]

\[ R_{d_{\text{orig}}}(k) = R_{XX} + \alpha(k)I_M \]  

(23)

Where \( \alpha \) is a positive diagonal loading factor. It represents a unit matrix with \( R_{XX} \) replaced by the signal free correlation matrix and the loading factor (7).

\[ \alpha(k) = -\lambda_{\text{min}} + \sqrt{(\lambda_{\text{min}} - \lambda_M) - (\lambda_{M-1} - \lambda_{\text{min}})} \]  

(24)

with \( \lambda_1 > \lambda_2 > \ldots > \lambda_M \) denoting the ordered eigenvalues of signal-free \( R_{XX} \) with \( M \) the dimension of interference subspace [7].

The algorithm can improve the presence of random array manifold vector error Poor adaptive beamforming algorithm. However, this method the primary The question is how to choose the amount of discretion to load. Usually selected based on experience special. Given value, the most typical is 10o2, where said single sensor \( \sigma^2 \) The noise power, the paper loaded in the selected amount of sediment it was 10o2. The concept of diagonal loading is straightforward. We use,

\[ R_s(\omega, \theta)_L = \frac{1}{M} \sum_{n=1}^{M} X(\omega, \theta)X(\omega, \theta)^H + \sigma_L^2 I \]  

(25)

In place of the estimated spectral matrix in order to design \( w \). We use \( R_s(\omega, \theta)_L \) instead of \( R_s(\omega, \theta) \) because it is not used as an estimate of \( R_s(\omega, \theta) \).

Based on eigen values Using diagonal loading factors, which are independent of direction inaccuracy, is the preferred method. The ways to estimate the loading factor using EDL need precise knowledge of the steering vector error, just as narrowband techniques, and adapt current techniques for wideband beamforming to appropriately estimate the loading factor. then using Eq. (18) to represent the new correlation matrix in beam-patterns or a pseudo spectrum.

6. Simulation Results

Under these circumstances, the result of the CSSM method is shown in the last assumption, where it is expected that the signal at -20° is a multipath variant of the signal at 20°. For each signal, the SNR is adjusted to -10 and 10 dB.

**Fig. (8). Spatial Spectrum of the CSSM Algorithm in the Coherent Signals.**

Figure (8) makes it evident that the spatial
A spectral function for the case of correlated signals was produced using the CSSM algorithm.

7. Behaviour Analysis for Different Algorithms

Methods for estimating DOA rely on either the array manifold’s parametric structure or the signals’ non-Gaussianity or cyclo-stationarity. These approaches include multiplying a weight matrix by the incoming data matrix in order to estimate the waveform of the signals. Variables that have an impact on the DOA:

1. The array’s element count.
3. Quantity and the distance between array items.
4. The number of signals event sampled.

1- Effect number of elements of the antenna array on DOA’s estimation

The number of array elements is assumed to be a varying variable during the simulation where it varies from 5 to 11 elements. The other settings are SNR = 0dB and 128 snapshots. Figure (9) illustrates the relationship between the number of array elements and the DOA estimation. It is obvious that as the number of array elements rises, the MUSIC Method becomes more accurate in estimating the DOA of incident signals. This is due to the fact that adding more array components will result in a narrower beam around the directions of incident signals.

2- Effect of The Signal to Noise Ratio (SNR) on DOA’s Estimation

During the simulation, it is assumed that the signal to noise ratio is a variable that changes from -10 dB to 10 dB for each signal. The 11 elements in the array, which are spaced apart by half a wavelength, are regarded as making up a linear array. 128 snapshots are used to evaluate the array covariance matrix and the spatial spectrum of the MUSIC technique. In the figures below, the SNR’s impact on DOA estimate is depicted. Figure (10), which shows that MUSIC Methods can precisely estimate the DOA of incoming signals as SNR increases, makes this point quite evident.
This is due to the fact that higher SNR will result in a narrower beam around incident signal directions. The peaks are sharper when the noise is lower. The peaks spread out as a result of the additional noise. As the SNR increased, the performance improved, indicating that the SNR had an impact on the resolution of the MUSIC technique. It is evident that the ratio of the output peaks to the noise level at the array’s output grows correspondingly as SNR rises.

3- Effect the Number of Snapshots of The Signal on DOA’s Estimation

To test the method algorithm estimator’s capabilities with various signal snapshots, a simulation program was run. The number of snapshots is assumed to be a variable during the simulation with a range of 50 to 1000 snapshots for each signal. This differs from the assumptions we made in the earlier analysis of the influence SNR. Figure (11), which shows how the MUSIC algorithm can see that as the number of pictures increases, the peaks in the MUSIC spectrum get sharper, is abundantly evident.

4- Array antenna Spacing & resolution

The performance of the beamformer depends on the array’s element spacing and number, as shown by an examination of the MUSIC algorithm equation from the Beam Pattern section.
of the beamformer. Figures are influence the SNR and element count for DOA separation. The development of an adaptive antenna system based on direction of arrival benefits from this approach.

4. Conclusion

This article discusses the configurations of smart antenna systems as well as the reasons to use adaptive antenna array for DOA. It also describes the fundamental functions and parts of adaptive antenna array for DOA and interference cancellation for wideband signal. Wideband DOA performance was examined utilizing theoretical framework and simulation with MATLAB software.

The simulation results displayed in this study indicate that the uniform linear array-based DOA estimate approaches are effective. Computer simulation is used to study and examine two DOA estimation techniques for wideband signals. These techniques are incoherent signal subspace methods (ISSM), which are wideband DOA estimation techniques for high resolution estimate of angles of arrival of several wideband plane waves as part of the MUSIC algorithm. The CSSM, or second method, combines a solid, almost ideal data-adaptive statistic. To assure a statistically sound pre-processing of wideband data, this approach is employed in conjunction with improved focusing matrix design. The response of the MUSIC is not sharp at the peaks whereas it was sharp in the case of uncorrelated input signal condition, which is why incoherent approaches like IMUSIC fail when it comes to identifying correlated input signals. The source covariance matrix does not meet the complete rank constraint required by the MUSIC for Eigen decomposition, which leads to this issue. CSSM with TCT performs better, however it is not a fair estimate method. to lessen or eliminate bias and increase resolution. When array defects of any type are taken into consideration, Eigenvalue EDL is resilient. The higher performance of the suggested approaches on beam-pattern control, output SINR augmentation, and robustness against have been demonstrated by extensive numerical testing. When diagonal loading is used Wideband signals were used to study the situation of DOA estimating, and the impact of bandwidth on estimator accuracy was examined using computer simulations, the Incoherent method, and coherent subspace method-based techniques like MUSIC. It is obvious that the beamformer may be used to load correlated signals using the spatial spectral function produced by the CSSM method.
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Abstract: An essential component of multicarrier digital data transmission systems is orthogonal frequency division multiplexing (OFDM), which divides a single data stream into a number of lower-speed subcarrier signals. This new standard for data transmission is the first to use OFDM in a communication system that uses data packets. To achieve high throughput and good transmission quality in wireless communication networks, parallel transmission of data symbols is implemented as an abstraction. A way to handle concurrent transmission is via OFDM. The performance of the bit error ratio (BER) is improved in this paper when the transmission channel's SNR is altered. Here, SNR is increased while BER is decreased. However, OFDM does not exhibit resilience to narrowband interference (NBI) in its present implementation. It is advised to use an OFDM system with CI to lower the NBI of the OFDM system. Using orthogonal CI spreading codes, the CI code distributes each of the N low-rate symbol streams across all N subcarriers. With little system complexity increases, the high NBI is reduced. Furthermore, the system performs much better than the conventional method in terms of bit error rate (BER). A carrier-interferometry OFDM system's performance has been compared to that of OFDM. It has been found that one of these systems can minimize the symptoms of NBI. The development of a MATLAB software to simulate a basic OFDM system is used to support this work. An completed MATLAB application can be used to explore the characteristics of an OFDM system. This process of development may be used to study the workings of an OFDM system.

Keywords: (Orthogonal Frequency Division Multiplexing (OFDM), Bit Error Ratio (BER), NarrowBand Interference (NBI, Carrier Interferometry (CI))

Introduction

In wireless communication systems, it is frequently preferable to permit the subscriber to send data to the base station while simultaneously receiving data from the base station. A cellular system divides any given area into cells where a mobile unit in each cell communicates with a base station. The primary goal in the design of cellular systems is to be able to improve the channel's capacity, or to handle as many calls as feasible in a given bandwidth while maintaining an adequate degree of service quality. It is essential to have a framework in place for several users to access and use wireless
while preventing ICI.

The fundamental idea behind the OFDM system is introduced and addressed in this work. Including its production and reception, the OFDM communication system This paper’s goal is to use OFDM methods to investigate the impact of cyclic prefix on data rate. It has been suggested that the CI techniques [4], such as carrier-interferometry OFDM (CI-OFDM) and pseudo-orthogonal carrier-interferometry OFDM (POCI-OFDM), can improve OFDM performance when NaBI is present. The creation of a MATLAB software that simulates a fundamental OFDM system achieves this goal. This work will introduce the CI-OFDM technique, which is thought to lessen the effects of NBI. The following sections stress the CI-OFDM system’s primary concept.

1. Transmitter Structure

The CI-OFDM transmitter is shown in Figure 1 (Figure 1(a) and (b)). Each information symbol is modulated onto every N carrier in the CI-OFDM system following the S/P conversion procedure [3],[4]. The transmitter applies a different orthogonal spreading code to each information symbol when spreading is done in the frequency domain to ensure the separation of information symbols at the receiver side. These spreading codes line up with how (to the symbol) [3] is applied.

\[
C^{(k)}(t) = \sum_{i=0}^{N-1} B_i^{(k)} e^{j\pi f \Delta t}. g(t) \tag{1}
\]

where \(\Delta f\) is the carrier separation (\(\Delta f = 1 / T_S\) to ensure carrier Orthogonality); \(g(t)\) is a rectangular pulse shape of duration \(T_S\) (where \(T_S\) is OFDM symbol length); and \(B_i^{(k)}\), \(i=0, \ldots, N-1\) refers to the \(k\)th symbol’s spreading sequence characterized by

\[
\{B_0^{(k)}, B_1^{(k)}, \ldots, B_{N-1}^{(k)}\} = \left\{e^{j\frac{2\pi k}{N}}, \ldots, e^{j\frac{2\pi N-1}{N}}\right\} \tag{2}
\]

The CI spreading codes defined in (1) and (2) are orthogonal spreading codes, that is,
\[
R \left[ \int \frac{c^{(k)}(t)c^{(0)}(t)dt}{c^{(k)}(t)c^{(k)}(t)dt} \right] = R \left[ \frac{1}{\Delta f} \sum_{i=0}^{N-1} e^{j2\pi ki\frac{\Delta f}{N}} \right]
\]

where \( R \) is the real values.

\[
c^{(k)}(t) = \sum_{i=0}^{N-1} B_i^{(k)} e^{j2\pi i\Delta f t} . g(t)
\]

(4)

\[
c^{(L)}(t) = \sum_{i=0}^{N-1} e^{j2\pi i\left(\frac{1}{N} + \Delta f\right)} . g(t)
\]

(5)

Multiplied Equation (4) by Equation (5).

\[
c^{(k)}(t)C^{(L)}(t) = \sum_{i=0}^{N-1} e^{j2\pi \left(\frac{k-1}{N}\Delta f\right)} . g^2(t)
\]

(6)

And

\[
c^{(k)}(t)C^{(k)}(t) = \sum_{i=0}^{N-1} e^{j2\pi \left(\frac{k-1}{N}\Delta f\right)} = e^0 = 1
\]

(7)

In the CI-OFDM system, the sent signal for the \( k^{th} \) symbol may be written as:

\[
S^{(k)}(t) = R \left[ \sum_{i=0}^{N-1} A . S^{(k)} . e^{j\frac{2\pi i\Delta f t}{N}} . e^{j\frac{2\pi k}{N}} . e^{j\frac{2\pi f_c t}{N}} . g(t) \right]
\]

(8)

where \( A \) is a constant that ensures symbol energy of unity, \( S^{(k)} \) is the \( k^{th} \) information symbol, \( a_n S^{(k)} \in \{+1, -1\} \), and \( f_c \) is the carrier frequency. The total transmitted signal for the CI-OFDM system can be written as:

\[
S(t) = R \left[ \sum_{k=0}^{N-1} \sum_{i=0}^{N-1} A . S^{(k)} . e^{j\frac{2\pi i\Delta f t}{N}} . e^{j\frac{2\pi k}{N}} . e^{j\frac{2\pi f_c t}{N}} . g(t) \right]
\]

(9)

2. CI-OFDM Receiver Structure

Figure (2) shows the receiver structure for the CI-OFDM \( k^{th} \) symbol. The received signal is divided into its \( N \) carrier components and recombined in order to reduce both the ISI and the narrowband interference signal in the receiver.
where the frequency-selective Rayleigh fading channel introduces a fading gain and phase offset \((a_i, \varphi_i)\), respectively, into the \(i\)th carrier; \(n(t)\) is an AWGN with zero mean; and double-sided PSD is equal to \(\frac{N_0}{2}\).

In order to reduce interference, the received signal is broken down into its \(N\) carrier components and recombined. The symbol estimate \((k)\) is then created using a hard decision device. By using a single FFT, the frequency decomposition is more effectively (and less expensively) done in practice. Here, we go into further depth about how the receiver works.

To mitigate the effects of narrowband interference \((I_i)\), as well as the presence of both ISI and noise, a well constructed cross-carrier combiner is used. The combiner's standard configuration is

\[
R^{(K)} = \sum_{I=0}^{N-1} W_i \cdot r_i^{(K)}
\]

(10)

It is simple to demonstrate that \([5]\) and the \(Ith\) combining weight obtained using the MMSE criterion are equivalent.

\[
W_i = \frac{A a_i}{\mathcal{E}[|r_i^{(K)}|^2]}
\]

(11)

when interference is present (i.e., when narrowband interference weakens the \(i\)th carrier).

The \(r_i^{(K)}\) with and without NBI can be written as:

\[
r_i^{(K)} = A a_i S^{(K)} + \sum_{S=0}^{N-1} A a_S S^{(K)} \cos \left( \frac{2\pi}{N} (k-1)i \right) + n_i + n(t)
\]

(12)

where is the NBI and is the AWGN.

\[
\therefore W_i = \frac{A a_i}{\mathcal{E}[|r_i^{(K)}|^2]} = \frac{A a_i}{N^2 a_i^2 + \sigma_i^2 + \frac{N_0}{2}}
\]

(13)

It is important to notice that the combining weights are very closely matched by when the narrowband interference has very high power \(\sigma_i^2 \gg N a_i^2,|\) [5].

3. Performance of OFDM and CI-OFDM with Narrowband Interference in AWGN.

The likelihood of error is first calculated under the assumption that CI-OFDM and OFDM are being transmitted over an AWGN channel with narrowband interference across subcarriers. For an OFDM signal, the decision variable for the \(i\)th symbol is easily shown to be:

\[
\eta = \begin{cases} 
A S^{(i)} + l_i + n_i & , \in \{m, m + 1, ..., m + M - 1\} \\
A S^{(i)} + n_i & , O.W
\end{cases}
\]

(15)

The probability of error for OFDM in the presence of narrowband interference in an AWGN channel therefore corresponds to:

\[
P(e) = \frac{N-M}{N} \cdot Q \left( \frac{2E_b}{N_0} \right) + \frac{M}{N} \left( \frac{2E_b}{N_0 + 2\sigma_i^2} \right)
\]

(16)

It is clear that the first term reflects the contribution of "interferred carriers," while the second term indicates the contribution of "carriers that do not experience interference." It is clear that the latter term dominates the typical BER. It has been observed that, for the CI-OFDM system, the impact of narrowband interference is equally dispersed over all information bits and is diffused throughout all sub-carriers. By presenting the decision statistic entering the hard decision device \(R((K))\), we may start to compute the probability of mistake term. Assuming EGC at the combiner (an ideal choice in the AWGN channel), the decision variable \(R^{(K)}\) equates to:

\[
R^k = \sum_{I=0}^{N-1} r_i^{(K)} = \sum_{I=0}^{N-1} A S^{(K)} + l_i + \sum_{I=0}^{N-1} n_i
\]

(17)

where the intended signal is the first term, the contribution of interference is the second term, and the AWGN is the third term. Then, for CI-OFDM, the signal-to-interference-plus-noise-ratio (SINR) may be expressed as

\[
\frac{N_0}{2} \cdot \frac{M a_i^2}{N_0 + \sigma_i^2 + \frac{N_0}{2}}
\]

(18)
Thus, the probability of error for CI-OFDM corresponds to [6]

\[ P(e) = Q\sqrt{\text{SINR}} = Q\left(\frac{2E_b}{\sqrt{2\sigma^2 + N_0}}\right) \]

(19)

4. Result

Extensive simulations are used to validate the BER performances of the OFDM and CI-OFDM systems in the presence of NBI. Assuming that the signal-to-interference ratio (SIR) is equal to -2dB, that the modulation is BPSK, that the channel model is vehicular outdoor channel, and that the number of run 10^3 and 10^4 as indicated in Figures (3).

where the deterministic number of subcarriers used to form the NBI signal has a normal distribution and SIR. The 0s and 1s are created at random to create the signal. Each data block is run through a BPSK modulator before being speeded up using CI code and having its symbols translated to the time domain and given subcarriers using IFFT.

5. Simulation results

After adding a cyclic prefix that is longer than the channel's maximum delay spread and serves as a guard interval to ensure circular convolution, the resulting block is broadcast across a wireless multipath channel. After that, the AWGN is added to the signal, and a chosen number of subcarriers interfere with the NBI signal. The received signal is subsequently distributed using CI disspreading algorithm at the receiver side after the CP has been eliminated. Following the conversion of the received data block to the frequency domain in order to eliminate the ISI and the NBI induced by the channel using MMSE with correction term, the obtained received data block is provided as follows [6].
After that, the demodulation is applied to the produced signal in order to approximate the original signal. The effectiveness of an OFDM system when NBI is present and interference effects are present on subcarriers 1, 2, and 4. Figure (5) shows how an OFDM system performs when NBI is present and interferes with the 1, 2, and 4 subcarriers.

\[ C = \frac{\text{conj}(H)}{(H + \text{conj}(H) + \frac{1}{SNR})} \]  

(19)

Figure (5) shows BER Performance of a BPSK-OFDM system in the presence of NBI in an AWGN, SIR= -2 [dB].

Figure (6) shows that the presence of interference significantly reduces an OFDM system’s performance, and that this degradation worsens as the number of interference sub-carriers rises. Figure (6) shows the CI-OFDM system’s performance when NBI is present for the same values of interference.

Fig. 5: BER Performance of an BPSK-OFDM system in the presence of NBI in an AWGN, SIR= -2[dB].

Fig. 6: BER Performance of an BPSK- CI-OFDM system in the presence of NBI in an AWGN, SIR= -2 [dB].
**Fig. 7:** BER Performance of BPSK-OFDM Vs CI-OFDM systems in the presence of NBI in an AWGN (a) SIR= 2[dB], (b) SIR= -2[dB].

Figure (7) shows that the CI-OFDM system performs better than the OFDM system in the presence of interference because orthogonal codes are used; nevertheless, when the number of interference sub-carriers is increased, the performance of the CI-OFDM system becomes more susceptible to the effects of interference. As a result, although the impact of the NBI has been lessened, the additional complexity introduced to the system has not entirely eliminated it. The performance of the OFDM and CI-OFDM systems in the presence of NBI is shown in Figure (7) for the same values of interference.

6. Conclusion

In wireless networks and mobile communications, OFDM has a bright future. This technology was created in response to the expanding global market for wireless networks and the rising need for massive amounts of bandwidth. OFDM is already a key component of WLAN and will be in MAN as well. It will undoubtedly rule the communication sector in the years to come.

In this study, MATLAB is used to model an OFDM system. The main parts, benefits, and drawbacks of an OFDM system are reviewed. Additionally, the BER performance of OFDM over AWGN channel models in the current NBI has been examined, as well as the OFDM system simulation model.

This study has examined the fundamentals of narrowband interference cancellation methods and OFDM systems. Basic operations and characteristics of the CI and orthogonal systems are discussed. The architecture of the CI system and the justification for using adaptive interference cancellation are also discussed.

A theoretical framework and simulation using the MATLAB program have been used to examine the performance of OFDM Systems utilizing the CI approach. In order to mitigate narrowband interference over additive white gaussian noise and the impact of NBI, the CI-OFDM system is finally introduced. The performance of the orthogonal CI-OFDM system has been proven to be superior to either the OFDM, while both later systems are significantly degraded by the presence of NBI. In light of the previous systems shown, it can be said that the orthogonal CI-OFDM system is the best countermeasure method. When narrowband interference is present, CI-OFDM gives substantially less graceful performance deterioration, according to simulation results of OFDM and CI-OFDM systems over AWGN channel. This is a direct result of the information being spread evenly throughout the whole bandwidth using CI-OFDM.
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Abstract: Recent tremendous rise in mobile communications is transforming the globe into a completely linked civilization. Current 4G networks account for about half of global mobile traffic, and overall mobile data traffic is likely to skyrocket in the coming years. The fourth generation (4G) mobile communication system is incapable of meeting some unique needs such as high traffic density, high traffic volume density, a large number of connections, and high mobility. This research is aimed to examine the deployment of 5G NR in various situations utilising the expert radio-planning tool Atoll in order to improve 5G NR Co-exists 4G in the neighbourhood of Tripoli City by building a 5G NR network. It is intended to cover the area with a 4G/5G network.
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Introduction

Users have grown accustomed to wireless network connections in a variety of devices, including smartphones and smart watches, during the previous few decades. Mobile communications have progressed from a comparable first generation (1G) that employed circuit switched technology, through a third generation (3G) that featured packet switching, and lastly to the most current fifth generation (5G). Mobile communication users have growing wants and expectations, which pushes technology progress to meet those demands. Many never-before-seen services and applications, such as self-driving cars, remote surgery, and artificial intelligence, are now available. Wireless carriers must be prepared to handle a three-order-of-magnitude increase in data traffic in order to serve the new services. Researchers have to locate more capacity in additional new wireless spectrum to do this[1]

Since the new wireless spectrum needs a larger quantity of capacity, millimeter-wave frequencies will be taken into consideration for the 5G New Radio (5G NR) technology’s spectrum. For 5G NR, the Third-Generation
Partnership Project (3GPP) defines two categories of frequency range: Frequency Range 1 (FR1), which covers 450 MHz to 6000 MHz in the sub-6 GHz range, and Frequency spectrum 2 (FR2), which covers 24250 MHz to 52600 MHz in the millimeter wave spectrum. Channel bandwidths for the FR1 range form 5 MHz to 100MHz, while those for the FR2 range from 50MHz to 100MHz. Massive MIMO, mmWave beam steering, configurable time and frequency intervals, bandwidth sections, and mmWave propagation are just a few of the technical advances that will be available in future 5G networks. Prior to implementing any communications system, careful planning is required. For wireless network operators, the planning and optimization of the network is essential[1]. This report was developed for the 5G New Radio (NR) planning process using Atoll planning software. The findings of this study should help with the development of the 5G NR network as well as the monitoring of the Secondary Synchronisation Reference Signal Received Power (SS-RSRP) and Secondary Synchronisation Signal-to-Noise and Interference Ratio (SS-SINR) parameters in Tripoli, Libya.

Method
Research Method
For the sake of the 5G NR coverage estimates in Atoll, each pixel on the map is treated as a non-interfering user with a defined service, mobility type, and terminal. This analysis provides information on effective signal levels, signal quality, and throughput.

An accurate user distribution at a certain moment is the foundation of a simulation. A snapshot is the representation of the user distribution at a specific time. Based on this snapshot, Atoll estimates a number of network characteristics, including user throughputs, uplink noise increase, downlink and uplink traffic loads, and more. Iterative calculations are used to calculate simulations.

A simulation, as opposed to a forecast, refers to a specific distribution of 5G users. Figure 1 depicts the network planning in Tripoli town using 5G technology.

This study concentrated on 5G NR planning at a frequency of 26 and 3.5 GHz based on coverage area, i.e. Planning in terms of the capacity and coverage they are served at sites in the covered area. Calculating the route loss and signal level as part of coverage planning tries to determine the signal strength and attenuation between UE and base station. The downlink and uplink data rates as well as cell capacities are calculated during capacity planning.
The number of sites needed to cover the target location was established by the study’s findings. In the subsequent step, the parameters derived from the planning outputs were investigated. In reality, the first step in this study was to locate the area and create a digital map of Tripoli, Libya, where 5G New Radio (NR) network planning will take place. The area and geographic location of Tripoli were the data that were needed for this investigation. the taxonomy of services should also be determined. The analysis and execution of a planning simulation based on the data collected and the findings of the calculations served as the paper’s concluding stage. Version 4.3 of the Atoll planning program was used to process the data.

A. Coverage area

The area that will be covered by a network serves as the basis for the computation used in the coverage planning. In reality, a number of variables, including transmit power, route loss, device sensitivity, radio link budget computation, and cell radius, might have an impact on this planning.

In this study, the network design tried to determine the ideal number of sites for the Tripoli region by estimating the coverage area for each site based on the propagation model to be used in the simulation.

<table>
<thead>
<tr>
<th>RSRP Value Category</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Good</td>
<td>-70 dBm ≤</td>
</tr>
<tr>
<td>Normal</td>
<td>-91 dBm ≤ -110 dBm</td>
</tr>
<tr>
<td>Bad</td>
<td>-110 dBm ≤ -130 dBm</td>
</tr>
</tbody>
</table>

B. Secondary Synchronisation- Reference Signal Received Power Parameter (SS-RSRP)

The term "SS reference signal received power" (SS-RSRP) refers to the average power (Watts) measured on User Equipment (UE) from the cell transmitter’s secondary synchronisation signal (SS).

The Secondary Synchronisation - Physical Broadcast Channel (SS-PBCH) window
duration constrains the measurement time resource for SS-RSRP[11].

C. SS reference signal received quality (SS-RSRQ) parameter
The phrase refers to the NSS-RSRP/NR carrier RSSI ratio (also known as secondary synchronisation signal reference signal received quality, or SS-RSRQ), where N is the number of resource blocks in the NR carrier RSSI measurement bandwidth. Both the numerator and denominator measurements must use the same set of resource blocks [11].

D. The signal-to-noise and interference ratio (SS-SINR) of a system.
The SS signal-to-noise and interference ratio (SS-SINR) is defined as the linear average of the power contribution (in [Watt]) of the secondary synchronisation signal-carrying resource elements divided by the linear average of the noise and interference power contribution (in [Watt]) of the secondary synchronisation signal-carrying resource elements within the same frequency bandwidth [11].

E. The rate of data
Data rate, which is defined in bits per second, is the number of bits of data that may be delivered during a transmission process in one unit of time. The maximum DL and UL data rates supported are computed using the combination supported by the EU.

RESULT AND ANALYSIS

A. Model of 3GPP 38.900 propagation
The Atoll GPP 38.900 is a propagation model that can handle frequencies up to 100 GHz. The technical report 3GPP TR 38.900 backs this up. The 3GPP TR 38.900 as implemented in ATOLL is a semi-deterministic propagation model in that it uses empirical formulas to calculate path loss along transmitter-receiver profiles and determines LoS/NLoS status based on actual geo data (rather than the 3GPP TR 38.900’s suggested LoS/NLoS probabilities) [10]. Our propagation scenarios, which include Rural Macro, Urban Macro, Urban Micro, and Indoor Hotspot, are defined by ATOLL 3GPP 38.900. Established sets of empirical formulae are used for both line-of-sight (LoS) and non-line-of-sight (NLoS) propagation under each propagation scenario, known as a configuration in Atoll. These formulae allow for the user-defined and automatic calibration of the route loss terms’ coefficients using measurement data.

B. Standard Propagation Model (SPM)
The Standard Propagation Model (SPM) is based on the Hata formulas and is suited for scenarios in the 150 to 3500 MHz band over long distances.
This paper applied 5G mmwave a 24-100 GHz frequency range, which is a 3GPP 38901 propagation model used. Also 3.5 GHz that belong to new bands below 6 GHz, which Standard Propagation Model (SPM) used.

C. Simulation Results

This research have couple simulation scenarios, the first will be establishment of the 5G NR network In a certain area in the city of Tripoli. The second will be an upgrade from the fourth generation network to the fifth generation, 4G / 5G network will be deployed, there will be large macro cells and 5G small cells to cover the area in addition to the scenario of a crowded party or event. The locations of the sites were determined using the Site Placement feature of the Atoll programme. The simulation results showed the parameters’ values for SS-RSRP and SS-SINR, the average data rate achieved throughout, and the number of gNodeBs necessary to fully cover the selected region of Tripoli.

**TABLE 2: THE ESSENTIAL SYSTEM PARAMETERS** [4] [6] [7].

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Settings</th>
<th>5G</th>
<th>4G</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario1</td>
<td>5G</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency band</td>
<td>n78 3.5/n256 (26)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5G (3.5 / 26 GHz)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4G (900 MHz)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scenario2</td>
<td>5G/4G</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Carrier BW (MHz)</td>
<td>100/200/400</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Duplex Mode</td>
<td>TDD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Propagation Model</td>
<td>3GPP / SPM</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3GPP / SPM/Cost_Hata</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max power (dBm)</td>
<td>50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSS EPRE (dBm)</td>
<td>15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antenna H (m)</td>
<td>30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Layer</td>
<td>5G Macro cell /</td>
<td>LTE Macro cell / 5G small cell</td>
<td></td>
</tr>
<tr>
<td></td>
<td>small cell</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The type of cell</td>
<td>P-Cell</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum SS-RSRP</td>
<td>-140</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SS/PBCH numerology</td>
<td>(15 kHz)/ (120 kHz)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of gNodeB</td>
<td>6 Sites * 3 sectors</td>
<td>12 Sites * 1 sectors</td>
<td></td>
</tr>
<tr>
<td>Planning Area</td>
<td>25.11 km²</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Traffic numerology</td>
<td>2 (60 /120 kHz) Normal CP</td>
<td>2 (60 /120 kHz) Normal CP</td>
<td></td>
</tr>
<tr>
<td>Radio equipment</td>
<td>5G NR Radio Device</td>
<td>5G NR and LTE Radio Device</td>
<td></td>
</tr>
<tr>
<td>Scheduler</td>
<td>Proportional Fair</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diversity support</td>
<td>Transmit Diversity; SU-MIMO; MU-MIMO</td>
<td>Transmit Diversity; SU-MIMO; MU-MIMO</td>
<td></td>
</tr>
<tr>
<td>(DL)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diversity support</td>
<td>Receive Diversity; SU-MIMO; MU-MIMO</td>
<td>Receive Diversity; SU-MIMO; MU-MIMO</td>
<td></td>
</tr>
<tr>
<td>(UL)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1. Scenario 1 5G NR network Downlink

A. SS-RSRP
TABLE 3: Statistical Calculation Scenario 1 SS-RSRP Parameters

<table>
<thead>
<tr>
<th>Raster Statistic</th>
<th>Value (dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>-140</td>
</tr>
<tr>
<td>Maximum</td>
<td>-70</td>
</tr>
<tr>
<td>Mean</td>
<td>-95</td>
</tr>
</tbody>
</table>

Results of the SS-RSRP simulation on coverage area can be seen at Table below.

TABLE 4: The Results of SS-RSRP Scenario 1

<table>
<thead>
<tr>
<th>SS-RSRP Value</th>
<th>Percentage%</th>
<th>Area km2)</th>
<th>Color</th>
</tr>
</thead>
<tbody>
<tr>
<td>-70 to 80 dBm</td>
<td>44.054</td>
<td>13.406</td>
<td></td>
</tr>
<tr>
<td>-80 to 90 dBm</td>
<td>41.2</td>
<td>11.144</td>
<td></td>
</tr>
<tr>
<td>-90 to 100 dBm</td>
<td>11.6</td>
<td>3.041</td>
<td></td>
</tr>
<tr>
<td>-100 to 110 dBm</td>
<td>1.7</td>
<td>0.24</td>
<td></td>
</tr>
<tr>
<td>-120 to 140 dBm</td>
<td>0.88</td>
<td>0.142</td>
<td></td>
</tr>
</tbody>
</table>

The forecast utilising 6 sites, each with 3 gNodeB, yielded an average SS-RSRP of -82.02 dBm. This indicates that the preceding technology (5G) has excellent signal strength. SS-RSRP, on the other hand, was measured in this investigation with a minimum value of -140 dBm and a maximum value of -70 dBm.

A. Data Rate

TABLE 5: Statistical Calculation Scenario Data Rate Parameters

<table>
<thead>
<tr>
<th>Raster Statistic</th>
<th>Value (Mbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>20</td>
</tr>
<tr>
<td>Maximum</td>
<td>250</td>
</tr>
<tr>
<td>Mean</td>
<td>120</td>
</tr>
</tbody>
</table>

As shown in Table 6 the results of the data rate based on coverage area.

TABLE 6: The RESULTS OF SS-RSRP SCENARIO 1

<table>
<thead>
<tr>
<th>Data Rate Value</th>
<th>Percentage %</th>
<th>Color</th>
</tr>
</thead>
<tbody>
<tr>
<td>250_200 Mbps</td>
<td>28.79</td>
<td></td>
</tr>
<tr>
<td>200_150 Mbps</td>
<td>7.28</td>
<td></td>
</tr>
<tr>
<td>150_100 Mbps</td>
<td>18.38</td>
<td></td>
</tr>
<tr>
<td>100_50 Mbps</td>
<td>25.82</td>
<td></td>
</tr>
<tr>
<td>50_20 Mbps</td>
<td>19.7</td>
<td></td>
</tr>
</tbody>
</table>

The data rate average that obtained from the prediction using 6 sites each with 3 of gNodeB was 140 Mbps. This means that the data rate is good in the previous technology (5G). Meanwhile, this research showed SS-
RSRP with a low value of 20 Mbps and a high value of 250 Mbps.

C. SNR

**Fig4:** gNodeB mapping scenario 1 SS-SINR parameter

<table>
<thead>
<tr>
<th>TABLE 7: Statistical Calculation Scenario 1 SS-SINR Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raster Statistic</td>
</tr>
<tr>
<td>Low</td>
</tr>
<tr>
<td>High</td>
</tr>
<tr>
<td>Mean</td>
</tr>
</tbody>
</table>

Results of the SS-SNR simulation based on coverage area can be seen at Table below.

<table>
<thead>
<tr>
<th>TABLE 8: SIMULATION RESULTS OF SS-SNR SCENARIO 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>SS-SNR Value</td>
</tr>
<tr>
<td>---------------</td>
</tr>
<tr>
<td>30 to 20 dB</td>
</tr>
<tr>
<td>20 to 10 dB</td>
</tr>
<tr>
<td>10 to 0 dB</td>
</tr>
<tr>
<td>0 to -10 dB</td>
</tr>
<tr>
<td>-10 to -20 dB</td>
</tr>
</tbody>
</table>

The average SS-SNR obtained from the prediction using 6 sites each with 3 sectors of gNodeB was 25 dB. This means that the signal strength is very good in the technology of (5G). Meanwhile, this study showed SS-RSRP with a minimum value of -20 dB and a maximum value of 30 dB.

2. **Scenario 2 upgrade from the fourth generation to the fifth generation network, 4G & 5G NR network.**

In this case study, the scenario is proposed 4G & 5G network work together, and a party or festival is supposed to be covered in a certain square in Tripoli. As well as the advent of mmWave bands for 5G NR Small cells, collaboration between 5G, 4G macro cells, and 5G Small cells alone will be necessary in this situation. (i.e. creating the 4G network, as if the present network and then upgrading and developing it to the 5G network on top of the 4G network).

The locations of the sites were chosen to cover as much of the region as feasible in order to have a uniform distribution of users across all cells. The total size of the selected area is 1.31 km² it is a different area than the one in the first scenario 1.

As indicated in the graphic below, six separate transmitters dispersed across several sites will provide LTE coverage for the whole region.
As indicated in the graphic below, 4 separate transmitters dispersed across several sites will provide 5G NR coverage for the whole region. The 4 5G sites will be radiating as macro cells.

5G NR limited cell deployment. Because the event or festival will take place in a very limited area, small cell deployment at higher frequencies, notably millimeter range frequencies, has been chosen as the means to cover it. Small cells are pieces of radio equipment that may be mounted on buildings, traffic signals, or other objects.

It is first necessary to choose the Martyrs Square where the ceremony would take place. Martyrs' Square will be used as the location for the festival simulation because it is where the Tripoli City Festival and performances are held. Then, as indicated in the image below, the traffic map is constructed as precisely as possible to make it as realistic as feasible.

The following figure shows the creation and orientation of the small cells in the festival area (Martyrs Square) in Tripoli.

Finally, the "Default Beamformer" is used by all transmitters in both LTE and 5G NR. However, 5G NR need 128 for both...
transmission and reception antennas, compared to 4 transmission and 4 reception antennas for LTE transmitters. Each transmitter also uses its mechanical azimuth value to direct its beam towards a particular spot.

A. Coverage by SS-RSRP and Transmitters

Using Atoll’s prediction, the area that each transmitter will cover in a 4G/5G network can be determined as shown in the following figures.

**Fig 9:** Area Covered by LTE Transmitters

The prediction chosen depends on the received reference signal strength (SS_RSRP), a common indicator of coverage quality.

**Fig 10:** LTE Coverage by SS-RSRP

<table>
<thead>
<tr>
<th>Raster Statistic</th>
<th>Value (dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>-140</td>
</tr>
<tr>
<td>Maximum</td>
<td>-44</td>
</tr>
<tr>
<td>Mean</td>
<td>-96</td>
</tr>
</tbody>
</table>

The forecast made using 6 sites of gNodeB yielded an average SS-RSRP of -79.72 dBm. The bulk of the region seems to be covered by a pretty strong reception signal for the older technology (4G). A minimum value of -140 dBm and a maximum value of -44 dBm were found for SS-RSRP in this investigation.

**Fig 11:** Area Covered by 5G NR Transmitters

The prediction chosen depends on the received reference signal strength (SS_RSRP), to indicate the coverage quality of 5G gNodeB Transmitters.
The forecast made using 6 sites of gNodeB yielded an average SS-RSRP of -88.72 dBm. In the previous technology (5G), the vast majority of the region is covered by a pretty strong reception signal. A minimum value of -140 dBm and a maximum value of -44 dBm were found for SS-RSRP in this investigation. A forecast of 5G NR Downlink footprint was developed and is provided as shown below in order to see if the full party or festival can be covered by just two 5G small cells.

### TABLE 10: 5G SS-RSRP Statistical Calculation PARAMETERS

<table>
<thead>
<tr>
<th>Raster Statistic</th>
<th>Value (dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>-140</td>
</tr>
<tr>
<td>Maximum</td>
<td>-44</td>
</tr>
<tr>
<td>Mean</td>
<td>-96</td>
</tr>
</tbody>
</table>

This graph demonstrates that a strong SS-RSRP signal level of roughly -90 dBm will cover the party area.

### B. 3D Simulator

The simulations will assist in determining weather the deployment was effective or whether the small and macro cells distribution is insufficient to simultaneously cover a concert and this computation zone. The results of the final simulation, which was run using the two traffic maps of the 5G/4G network's macro and small cells, are depicted in the following image.

3,565 people are included in this simulation shows that the bulk of them are connected
with only a small proportion having no coverage or service. The specifics of these percentages are depicted in the image below.

**Fig 15:** Breakdown of the Rejected Users
Out of 3,565 users, 7 have been denied in total, giving the rejection rate a 0.9% value. It can be observed that 0 have no service and 7 have no coverage in the figure below.

For the concert users, a zoomed image will be presented below because the data above do not depict whether the concert users were accepted by the network or not.

**Fig 16:** Simulated Concert Users
It appears to be a decent proportion, however in order to do a more thorough research, no concert attendees were turned away from the network owing to any issues. The tables below provide comparisons. The lowest and maximum demand for each service will be compared in the table with the outcomes.

**TABLE 11: COMPARISON OF DEMAND AND ACHIEVED SIMULATION RESULTS**

The table demonstrates that each throughput value obtained falls between the lowest and maximum demand for each service.

**Conclusion**
This work designed and improved 5G NR networks, models and parameters NR planning was studied and the main objective was to develop a study allowing to implement the dimensions of 5G networks, and then implement the 5G NR network planning for some areas in Tripoli using the simulation program Atoll. For this paper Atoll was used to implement coverage predictions, quality predictions, amplitude predictions, and realistic simulations in order to study signal propagation using different propagation models and the benefits of using beamforming and massive MIMO. As a consequence of the 5G NR network design based on coverage area by watching SS-RSRP and SS-SINR parameters, has satisfactory and normal network performance. The average data rate of downlink 140 Mbps. The second case study,
on the other hand, similarly offered coverage in a different location via a 4G/5G network, but this time it also addressed the difficulty of handling a scenario in which several individuals are crammed into a small region, the outcomes in terms of rejected users in this case were successful because the network displayed a 0.2% offline user percentage with no coverage on the map’s edges. The majority of service consumers were then pleased with the network’s throughput performance.
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Abstract: Modern smartphones demand a very high bandwidth, making the 5G communication technology a revolution in the wireless communication business. Researchers are motivated to advance communication technology, whether in the software or hardware sectors, by this quick transformation. Additionally, antenna design is regarded as a fundamental topic that requires constant advancement to support 5G wireless communication systems.

This paper’s major objective is to create a planner microstrip antenna array that will support 5G communication systems by including all crucial aspects of current wireless communication systems and making use of huge MIMO antenna. The suggested antenna is built to function at 28GHz, a high frequency (mm-waves). The suggested design’s large bandwidth (>1 GHz) and high realized gain (>8 dB) satisfy the key aspects of 5G. A two antenna array design with horizontal series-feed components to a planar configuration design is offered as an antenna array to improve the directivity and realized gain of the antenna design. The 11x112 element array (11V12H) design of the proposed antenna must achieve a high gain and high bandwidth at the operating band. A phase shifter (transmission line) is included into the eleven series-feed element configuration to enable beam steering. With this upgrade, the option to tilt the primary radiation pattern in a certain direction was added.

The outcomes demonstrate that the suggested antennas accomplish strong pattern diversity, high gain, great directivity, high radiation efficiency across the working band, and very tolerable bandwidth in the aforementioned range, making them extremely suited for 28 GHz band use. The suggested antenna has an 8.71 dB gain and an 8.83 dB directivity. By utilizing a large MIMO antenna, these capabilities are particularly beneficial for wireless communication equipment used in 5G and beyond. Using Ansoft HFSS, the suggested antennas’ simulation was performed.

Keywords: (Fifth generation (5G), Voltage Standing Wave Ratio (VSWR), Return Loss (S))

Introduction

The launch of 5G devices that use mm-wave frequencies has posed tough problems for the communications sector, especially for mobile devices. Compared to low frequency bands, mm-wave bands have a higher path loss. Using antenna arrays with higher gains to make up for the significant path loss is one possibility. High-gain antennas provide narrow beamwidth because the gain is inversely related to radiation beam width. Beam scanning is therefore necessary to increase spatial coverage. Although phased arrays may be used to perform beam scanning, they are often narrow-band, expensive, hard to install since phase shifters are used, and take up more space in contemporary wireless
terminals. Therefore, a substitute for phased arrays at mm-wave frequencies is provided by multi-port antennas MIMO, which provide numerous directional beams [1]. Figures (1a) and (1b) compare a standard phased array, which requires phase shifters to direct the beam, and a switchable antenna array, which requires a switch to excite a particular antenna to cover a certain section of the space.

![Fig. 1: Antenna array. (a) Phased and (b) switchable [19].](image)

The antenna array’s array element consists of several subarrays. A 2D array is made up of several horizontal rows and vertical columns of subarrays. The fundamental concepts and technologies of massive MIMO in the 5G NR system are represented by this huge MIMO antenna. A huge number of antennas are used, which produces precise, user-specific beams and boosts the received signal power. It also lessens the degree of interference with other users. Therefore, a large number of antennas can enhance the overall signal quality. Massive MIMO systems can come in a variety of shapes and sizes depending on where the antenna pieces are positioned. It is possible to assess the features of the huge MIMO radio gear by dissecting it into its various parts. One of the key elements that affects how well a large MIMO system performs is angular coverage, particularly when the system is installed in a building like a stadium or skyscraper and the connected users are dispersed in both horizontal and vertical directions. Antennas A base station may focus its broadcast power into a series of tiny beams by using a lot of antennas. The form and direction of the broadcast signals can be controlled by the base station if it has the capacity to dynamically change the phase and amplitude of (groups of) antenna components. The advantages listed below can thus be anticipated in cellular systems.

1. Enhancement and structuring of the coverage.
2. Enhanced throughput for a single user.
3. Cell throughput increase with numerous spatial divisions.

Dimensions of Massive MIMO Because the antenna array of a base station comprises of subarrays, applying separate digital beamforming (BF) to every antenna element is inefficient in terms of development costs and cell angular coverage. The azimuth and elevation angles would be constrained to a specific range depending on the geometric distribution of the users even if one were to operate a 2D AAS utilizing numerous antenna components. Additionally, since base station antennas are frequently situated in high places like rooftops or masts, their elevation angle does not need to be in the whole range of -90° to 90° in the vertical direction, which would result in excessive transmission power loss. Thus, a subarray is formed by connecting just a single RF transmit/receive chain, which includes a power amplifier and a low noise amplifier, to a small number of neighboring antenna components that are normally oriented in a vertical orientation. Figure (2) shows a 32T32R massive MIMO radio with a subarray made up of three antenna components (N_{sub} = 3).

![Fig. 2: An example of massive MIMO radio](image)
A phase shifter or other extra RF device is needed to change a subarray's steering angle since only one digital BF weight is applied inside the subarray [2]. This study introduces the design and analysis of a large MIMO antenna that uses a microstrip antenna array. It is intended to operate at 28 GHz, which is the band used for 5G applications. It succeeds in one band. The suggested antenna is a base station antenna with a good gain at a reasonable price and weight. The prototype antenna array's characteristics, including return loss (RL), bandwidth, VSWR, gain, directivity, and radiation pattern, have been examined.

13. Microstrip Antenna
Microstrip antennas have emerged as one of the most cutting-edge areas of antenna theory and design in recent years, and they are increasingly being used in a variety of contemporary microwave systems [3]. This study gives a general review of the fundamental properties of array and MIMO-style microstrip antennas. Also considered is a new antenna arrangement for better performance.

14. Microstrip Antenna Analysis
The transmission line model, cavity model, and full wave model [4] (which predominantly uses integral equations/Moment Method) are the three models that are most frequently used for the study of Microstrip patch antennas. The transmission line model is the most straightforward and provides the best physical understanding, but it is also the least accurate. Although more complicated in nature, the cavity model is more precise and provides useful physical understanding. Full wave models can handle single elements, finite and infinite arrays, stacked components, arbitrary shaped elements, and coupling. They are also incredibly precise and adaptable. These are far more complicated and provide less information than the two models listed above. This model depicts the microstrip antenna as two slots that are separated by a transmission line that is L in length and W in width. In essence, the microstrip is a non-homogeneous line made of two dielectric materials, usually the substrate and air. Figure (3), which has a thickness of t, depicts the distribution of electric field lines in a transmission line mode.

Fig.3: Electric field lines in a transmission line.

Since TEM refers to the direct transfer of electric field lines to the dielectric, it results in the fact that transmission lines cannot support transfer-electric-magnetic TEM. This cannot be allowed, as can be shown in Figure 4, as part of the electric field lines exit into the atmosphere before reaching the dielectric substrate[4, 5]. Relative permittivity will be substituted by \( \varepsilon_{\text{reff}} \), which is somewhat less than \( \varepsilon_r \) and is supplied in relation to this issue of transferring field lines into air before it penetrates the dielectric. as [5].

\[
\varepsilon_{\text{reff}} = \frac{\varepsilon_r + 1}{2} + \frac{\varepsilon_r - 1}{2\sqrt{1 + \frac{12h}{W}}}, \quad W/h > 1
\]

(1)

Where \( \varepsilon_r, h, w \) are the substrate dielectric constant, the dielectric substrate height and the patch width respectively. The affective dielectric constant is also a function of resonant frequency \( f_r \) equation (2).

\[
f_r = \frac{\nu_0}{\sqrt{\varepsilon_{\text{reff}}(L + 2W_{\text{eff}})}}
\]

(2)

Since there is just one dielectric substrate under and above the transmission line and working at high frequencies makes the microstrip line more homogenous, the effective
dielectric constant is also closer to the real dielectric constant. According to the plan, the patch’s length will be increased on both sides as a result of the movement of electric field lines through the atmosphere, as shown in Figure (4). Figure (4) shows that with vertical polarization (Ev), the electric field lines are oriented in opposing directions on both of the width’s edges. Actually, because of the out-of-phase situation, they annihilate one another. The horizontal polarization, on the other hand, is in phase. By combining the resultant fields, the maximum radiated field is produced. It makes sense to assume that the Microstrip Patch Antenna’s two slots are what generate the antenna radiation.

Fig. 4: The Electric Field lines on both edges of microstrip antenna.

A relatively common relation for the normalized extension of the length is [3, 5], which is used to calculate the extension of the length ΔL:

\[ \Delta L = 0.412h \left( \frac{\varepsilon_{\text{eff}} + 0.3}{\varepsilon_{\text{eff}} - 0.258} \right) \left( \frac{W}{h} + 0.8 \right) \]  

(3)

The characteristic impedance of the microstrip line can be written as:

\[ Z_0 = \frac{120n}{\sqrt{\varepsilon_{\text{eff}} \left( 1.393 + \frac{W}{h} + \ln \left( \frac{W}{h} + 1.444 \right) \right)}} \]  

(4)

A relatively common relation for the normalized extension of the length is [3, 5], which is used to calculate the extension of the length L:

\[ \frac{\Delta L}{L} = \frac{\varepsilon_{\text{eff}} + 0.3}{\varepsilon_{\text{eff}} - 0.258} \]  

(5)

Where, \( c \) is the speed of light, \( f \) and \( \varepsilon_r \) are respectively the resonance frequency and the dielectric constant of the substrate.

**Antenna Length**

The effective length \( L_{\text{eff}} \) can be calculated by the following equation [6]:

\[ L_{\text{eff}} = \frac{c}{2f\sqrt{\varepsilon_{\text{eff}}}} \]  

(6)

Then the actual length of the patch is given by the following equation [6]:

\[ L = (L_{\text{eff}} - 2\Delta L) \]  

(7)

**Ground Planes**

The transmission line concept is essentially limited to an unlimited ground plane. However, it has been proven that a finite ground plane may also be employed, if the ground plane is six times greater than the height of the dielectric substrate, plus the needed length or breadth. The ground plane width and length may now be estimated correspondingly as [6]:

\[ W_g = 6.6 + W \]  

(8)

\[ L_g = 6.6 + L \]  

(9)

**15. Microstrip series-feed linear antenna array for 5G application**

A 12-element series-feed linear array of rectangular microstrip antenna is presented in this paper. The suggested design comprises of 12 identical rectangular microstrip patches linked with each other by meandering series lines. About half of a wavelength’s worth of feed lines link the devices. This permits in-phase fields in the neighboring patches. The array is fed at the middle patch, resulting in a broadside radiation pattern with no beam tilt and symmetrical amplitude distribution. Rectangular microstrip patch antenna comprises of a rectangular shape radiating patch on one side of dielectric substrate which positioned on a ground plane. For acquiring the high performance of patch antenna we must attentive about the height, dielectric
16. Antenna Design
The design of the suggested array starts with a design of a conventional antenna utilized to function in 5G frequency range (centered at 28 GHz) in the section 3. The geometry uses linear array of rectangular microstrip antenna, as illustrated in Figure (5). The microstrip series-feed line is used to improve the impedance matching between the element and the feed line. The dimensions of the antenna are: \( W = 18 \text{ mm}, L = 19.3 \text{ mm} \). The feed is obtained through a microstrip line with 2.5x 0.4 mm. The two parts of antenna are joined together with little distance between them as indicated Figure (5), as it helps the integration of the array with other RF circuits. The substrate employed was the Duroid 5880 with \( \varepsilon_r = 2.2 \), and \( h = 1.6 \text{ mm} \).

![Fig.5: Proposed A 12-element series-feed linear array of rectangular microstrip antenna.](image)

After simulation and optimization using HFSS Software, the final dimensions are shown in the Figure (6).

![Fig.6. View of A 12-element series-feed linear array of rectangular microstrip antenna, dimensions (mm).](image)

The published structure is carried out in HFSS. The appropriate simulations are carried out to acquire the scattering parameters. The collected findings matched the published results which completes the antenna validation.

16.1 Simulated Results
The simulated reflection coefficient of the series-feed linear array of rectangular microstrip antenna is illustrated in Figure (7). It is clear that the described antenna can functioning band (under -10 dB) at centered 28GHz (-12 dB), with bandwidth which runs from 26.4GHz to 28.7GHz (FBW 8.2%). So, it is pretty evident that this operating band fulfill the design criteria of 5G standard operating frequency.

![Fig.7: Simulation results of the series-feed linear array of rectangular microstrip antenna.](image)

Figure (8), illustrate the VSWR for 5G microstrip antenna array with good values, we had 1.6 at 28 GHz, this signifies good received signals.

![Fig. 8: VSWR of the series-feed linear array of rectangular microstrip antenna.](image)

17. Phased microstrip Linear Antenna Array for 5G Application
One key objective of creating phased-array antennas is to perform beam guiding electronically and therefore to remove the
mechanical movement of an antenna system. Electronic beam steering in an array antenna can be done via time delay scanning, frequency scanning or phase scanning methods. However, ease of implementation, inexpensive digital control circuits, rapid reaction time and great sensitivity make the phase scanning approach the most preferred. For optimal operation, a wise alternative for a phase shifter is a switched line or ferrite phase shifter with analog or digital control. A proper decision for the positioning of phase shifters along the feed line is also a very essential element. The orientation may be in series or in parallel. Although the series phases have the advantage of sharing equal power, the downside is the phase compensation circuit since the fundamental inter-element phase shift must be multiplied by the number of elements and the attenuations of the phases build up along the feed line. On the contrary, with parallel combination, although each phase shifter does not share the same power, the key advantage is all phases are independent of each other and therefore modeling of the control circuit becomes easier.

A 11-element linear array of rectangular microstrip antenna identical individual microstrip patch antennas functioning at 28 GHz have been developed and produced as a part of the test platform. These 11 antennas can be implemented as an array.

6.1 Antenna Design
The design of the suggested array starts with a design of a conventional antenna utilized to function in 5G frequency range (centered at 28 GHz). The geometry uses linear array of rectangular microstrip antenna, as illustrated in Figure (9). The microstrip feed line is used to enhance the impedance matching between the element and the feed line. The dimensions of the antenna are: W = 55 mm, L = 8 mm. The distance between the center of two elements has been reached to > 0.5 λ., as it enables the integration of the array with other RF circuits.

The substrate employed was the Rogers RT/duroid5880™, with \(\varepsilon_r\) = 2.2, and h = 1.6 mm.

Fig. 9: Proposed A 11-element linear array of rectangular microstrip antenna.

After modeling and optimization using HFSS Software, the final dimensions are presented in the Figure (10).

Fig. 10: View of A 11-element linear array of rectangular microstrip antenna, dimensions.

The published structure is carried out in HFSS. The appropriate simulations are carried out to acquire the scattering parameters. The collected findings matched the published results which completes the antenna validation.

6.2 Simulated Results
The simulated reflection coefficient of the series-feed linear array of rectangular microstrip antenna is illustrated in Figure (11). It is clear that the stated antenna can operate band (under -10 dB) at centered 28 GHz (-11.9 dB), with bandwidth which ranges from 26.4 GHz to 28.7 GHz (FBW 8.2%). So, it is pretty evident that this operating band fulfill the design criteria of 5G standard operating frequency.
The goal of this study is to develop a microstrip antenna with high directional gain for band 28 GHz applications. Initially we configured our antenna as a single element microstrip patch antenna and after assessing the outcomes of antenna characteristics, operating frequency, radiation patterns, reflected loss, efficiency and antenna gain, we turned it to a series-feed linear array of rectangular microstrip antenna. To enhance more directivity, gain, efficiency, and have better radiation patterns, we designed and studied horizontal arrays of rectangular microstrip antennas and series-feed linear arrays in the following section.

18. Phased Microstrip Antenna Array (1V11H) for 5G Application

Using HFSS, a rectangular microstrip patch antenna array is created by arranging identical horizontal and series-feed components in a planar arrangement. 11x11 (1V11H) shaped patches are arranged into an array to make up the specified element array. the same impedance matching feeding method using a microstrip line. With this method, each antenna element receives an identical amount of power.

7.1 Design Principles

According to Figure (13), the suggested antenna is made up of 11x112 components (1V11H). All of the planned arrays feeding networks are the same size as a single patch antenna.

The antenna is made of a Duroid 5880 substrate with an εr value of 2.2 and has dimensions of 166 mm in length and 84 mm in breadth. It may be readily integrated onto the same substrate. Every two vertical components now have a gap between them of greater than 0.5. The patches are designed to improve gain and return loss directivity. The suggested is quite inexpensively and simply fabricatable. The array’s shape is shown in Figure 13 using all available dimensions.

After simulation and optimization using HFSS Software, the final dimensions are shown in the Figure (14).
7.2 Simulated Results of Proposed Antenna
The planned microstrip patch antenna array has already been designed. Using electromagnetic full wave simulation (HFSS), this has been verified.

a- Antenna Return Loss
Figure (15) displays the 11x12 microstrip patch antenna array's simulated reflection coefficient. It is clear that the stated antenna is capable of using the 5G frequency. The operational band's bandwidth ranges from 26.4 GHz to 30.2 GHz (FBW13.5%), with a central frequency of 28 GHz (under -10 dB) and a slope of -14.36 dB. Therefore, it is abundantly obvious that this operating band complies with the 5G standard operating frequency design criteria.

b- Voltage Standing Wave Ratio (VSWR)
Figure (16) displays the VSWR for a 5G application with favorable results; we got a range of 1.4 in the 28 GHz band, which indicates excellent received signals (no reflection).

c- Radiation Pattern
Figure (17) depicts the radiation patterns for the proposed microstrip patch antenna array for 5G. Since the antennas are patch type, the radiation patterns in the phi=0 deg (x-y plane) and phi=90 deg (y-z plane) planes are directional as would be expected. The antenna's directional pattern is present in every component.

d- Gain and Directivity
Peak measured gain for the proposed design is 8.71 dB, whereas peak simulated directivity is 8.83 dB.
Fig. 18. 2D and 3D gain of the proposed microstrip antenna array.

Fig. 19. 2D and 3D directivity of the proposed microstrip antenna array.

The maximal antenna efficiency is also around 97%. Figures (18) and (19) below show 2D and 3D far field plots of the planned antenna’s radiating gain and directivity. The antenna’s gain and directivity are also good.

e- Current Distribution on the proposed antenna.

The red arrows in Figure (20), which depicts the current distribution pattern at 28 GHz, indicate the strongest current spread in the antenna patch.

Fig. 20. Current distribution on the microstrip antenna array.

Conclusion

In this study, we present the findings for the linear, horizontal, and series-fed planned rectangular microstrip patch antenna array constructed using HFSS for the 28 GHz band. The influence on the gain, directivity, and scattering pattern is seen. The constructed of element antenna arrays in series-feed elements array antennas consists of 12 shaped patches with proportions equivalent to those of a single shaped antenna. With a bandwidth of 26.4 GHz to 28.7 GHz (FBW 8.2%), the simulated return loss parameter is better than -10 dB (-12 dB), and the minimum value of VSWR is around 1.6 at 28 GHz. Finally, in order to further optimize the parameters, planner microstrip array antennas are introduced. In order to create the rectangular microstrip patch antenna array, identical horizontal and series-feed components were arranged in a planar manner. The 11x12 ((11V12H) shaped patches that make up the intended planner array are arranged into an array. the same impedance matching feeding method using a microstrip line. With this method, each antenna element receives an identical amount of power. When designing the array, a space between elements greater than 0.5 is employed. The bandwidth of the return loss, which ranges from -14.36 dB to 30.2 GHz (FBW13.5%), is 26.4 GHz to 26.4 GHz. The better VSWR is 1.56 dB. The antenna’s field gain is 8.71 dB, and its directivity is 8.83 dB. The suggested antennas can be made quickly and cheaply and have directed emission patterns, which are valuable. Utilizing a substrate material with a low dielectric constant, the antennas are small and thin. The suggested antennas are simple and inexpensively fabricatable. For usage in huge MIMO antenna and 5G wireless communication equipment, these properties are particularly beneficial. All simulations in this study were done using the electromagnetic...
program Ansoft HFSS. In addition, the antenna is small and can cover the whole 5G frequency spectrum.
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STUDY ON DIFFERENT TYPES OF CAR COOLANT USED IN LIBYAN MARKET: ADDITIVES DROPOUT
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Abstract: In this research, the effect of four types of coolants used in the local market, (namely Abrad, Freezetone, Algabl Green, and Algabl Red), on the rate of additive dropout quantity was studied, and the cylinder block alloy of the Chevrolet Optra engine car was used as the study material. The results of the chemical analysis technique show that the investigated material is Al-Si alloy. The cylinders have a rectangular cross-section. The samples were placed inside a glass container for each type of coolant, three samples were used. A sensitive balance was used with an accuracy of 1/10000 to measure the weight of the samples before testing and their weight after the immersion process for different periods of time to calculate the rate of additive dropout in g/hr/cm². Preliminary results showed that the additives were deposited on the samples surfaces in different quantities. In addition, after cleaning the samples with distilled water and drying them, these deposits remained stuck to the samples. Through the results obtained after weighing, it was found that the Algabl green coolant has the lowest rate of sedimentation. The additive dropout quantity was about 0.00000478 g/hr/cm², followed by Freezetone with 0.00000713 g/hr/cm², while the amount of additive dropout with the Abrad type was 0.00002543 g/hr/cm². The additives dropout causing deteriorating cooling system performance, where deposit the additive on cylinder block wall will reduce the transferred heat generated inside composition chambers, cylinder heads and blocks are highly and dynamically loaded structures that transfer a lot of heat, so the choice of coolant type for engine is very important to ensure that engine is operating properly.

Keywords: (additives dropout, engine car coolant)

Introduction

Liquid coolants like water and ethylene glycol are used into cooling system of internal combustion engines, and to improve their thermo physical properties metal oxides is added. Generally, a coolant is diluted by city water and well water. Since the quality of the waters is largely differ from place to place, a special care must be exercised when a
corrosive water, which includes a lot of sulfate ion and chlorine ion, or a hard water, which includes a large of calcium and magnesium, is used [1, 2]. The quality of water in Japan is regarded as generally good, while water in Europe and Asia is hard and that in America the chance is high that water containing a high degree of sulfuric acid ion and chlorine ion is used for dilution, which can reflect on additives of coolant, and should be considered [3]. Additives for coolant are classified into the following four types. The first is called an anode type that becomes immobilized after forming an oxidation film or adsorption film on a metal surface. The second is called a cathode type that covers the metal surface with hydroxide deposited due to a chemical reaction or electrochemical reaction and thereby inhibits rust. The third is called an adsorption type that forms an anticorrosive film of a single molecule through combining with metal. The last is a film-forming type that forms insoluble polymer after reacting to copper [2, 4]. Engine was made of cast iron because of ease casting and nonappearance of appreciable shrinkage of volume, vibration damping wear resistance and machinability. Recently, aluminum used in automobiles to produce many engine parts such as piston and cylinder block to save weight [5, 6]. Engine coolant used in vehicle to minimize the degradation of nonmetals and prevent the corrosion of the metals in the cooling system. Various forms of corrosion could occurred in cooling systems of engine, including uniform corrosion, galvanic corrosion, crevice corrosion, pitting corrosion, intergranular corrosion, erosion corrosion, and cavitations corrosion [7]. An applicable treatment is used to give the cooling water the correct properties that prevents service problems. Cooling water that has not had treatment can soon cause problems in the cooling system such as corrosion, sediment or hard particles. Corrosion protection oils (emulsion oils) are not recommended for the treatment of the cooling water. If instructions about the use of corrosion protection oils are not obeyed and coolant checks are not sufficient, then water / oil emulsion can occur. This can cause the cooling system to become clogged. Recently, there are a lot of coolant liquids in the Libyan market, some of which are manufactured locally and others are imported. Some of these liquids caused problems in car engines, such as corrosion and blockage of the engine or radiator caused by additives dropout. In this study, the percentage of additives dropout for four different coolants will be determined and the corrosion at core plug measured.

**Experimental procedure**
A consumed car engine cylinder block used in the present study. The chemical composition of the alloy was determined using FOUNDARY-MASTER Pro emission spark spectrometer. Table 1 shows the chemical composition of cylinder block alloy.

Table 1: the chemical composition of cylinder block alloy

<table>
<thead>
<tr>
<th>Element</th>
<th>Cr</th>
<th>Zn</th>
<th>Mg</th>
<th>Mn</th>
<th>Cu</th>
<th>Fe</th>
<th>Si</th>
<th>Al</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wt. %</td>
<td>0.0260</td>
<td>0.714</td>
<td>0.257</td>
<td>0.151</td>
<td>2.59</td>
<td>0.762</td>
<td>11.5</td>
<td>Bal.</td>
</tr>
</tbody>
</table>

Twelve specimens are taken from cylinder block, three for each coolant type, which are cut into plates (35 mm × 35 mm × 12 mm) and then grounded and polished. Subsequently, they are immersed into engine coolants, which are Abrad, Freeztone, Algabl green, and Algabl Red for 72, 120, 216, , and 360 hr at room temperature as shown in Figure 1. The weight of additives dropout, and that precipitated on specimens is measured using a 1/10000 electronic balance.

As can be seen, the surfaces of the alloys extremely affected by the extension of immersion time, and the surface revealed significant additives dropout. It has been reported that many coolant additives like silicate and phosphate, which used as corrosion inhibitors in engine coolant, have limited solubility \[8\]. That meant that if the antifreeze or additives got too concentrated in

Fig. 1 : Experimental setup

**Results and discussion**

Figure 2 shows the surface morphologies of samples after 360 hr of immersion in coolants.

Fig. 2 : Effect of coolant type on surface of cylinder block alloy (a) Algabl green, (b) Algabl red, (c) Abrad, and (d) Freeztone
the coolant, then the excess phosphate and/or silicate would “dropout” of the coolant. These dropout problems caused premature water pump failures, radiator blockages, and heater core problems. Table 2 shows weight of samples before and after immersion on coolant liquids during 72, 120, 216 and 360 hrs.

**Table 2**: Weight of samples before and after immersion in coolants

<table>
<thead>
<tr>
<th>ABRA D</th>
<th>Original Wt. g</th>
<th>Area, cm²</th>
<th>time, hr</th>
<th>Algabl Red</th>
<th>Original Wt. g</th>
<th>Area, cm²</th>
</tr>
</thead>
<tbody>
<tr>
<td>sample No.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>72</td>
<td>38.287</td>
<td>35.726</td>
<td>35.72</td>
<td>35.440</td>
<td>32.388</td>
<td>36.210</td>
</tr>
<tr>
<td>120</td>
<td>38.296</td>
<td>35.797</td>
<td>36.03</td>
<td>35.458</td>
<td>32.507</td>
<td>36.492</td>
</tr>
<tr>
<td>216</td>
<td>38.321</td>
<td>35.865</td>
<td>36.13</td>
<td>35.507</td>
<td>32.592</td>
<td>36.488</td>
</tr>
<tr>
<td>360</td>
<td>38.319</td>
<td>35.862</td>
<td>36.12</td>
<td>35.509</td>
<td>32.592</td>
<td>36.488</td>
</tr>
</tbody>
</table>

Fig. 3 shows three samples average of additives dropout quantity for four types of coolant. Indeed, considerable differences are noticed in the case of Algabl Green and Freeztone compared with Abrad and Algable Red, which were 0.00000478, 0.00000713033 g/hr/cm² for Algabl Green and Freeztone, respectively, while 0.00002.54304 and 0.0000263792 g/hr/cm² for Abrad and Algable Red, respectively.

**Fig. 3**: Effect of coolant type on additive dropout quantity

The additives can drop out of solution, causing deteriorating cooling system performance and wear in the coolant pump. This situation is greatly aggravated by poor coolant.
maintenance. In fact, more than 40% of diesel engine downtime is caused by cooling system failure. Even with good maintenance, conventional automotive or heavy duty coolant should be replaced every 2 or 3 years [9]. Most cooling system water contains calcium and/or magnesium from drinking water supplies. Water that contains over 100 ppm of these minerals is considered “hard water”. It is wonderful to drink, but these minerals can form scale in engine cooling systems. As the concentration of these minerals increases, so does the probability that you will have cooling system scale problems. The level of dissolved solids in coolant water is generally referred to as the “total hardness” reported in parts per million (ppm). Cooling system additives that contain anti-scale chemicals can allow the use of moderately hard water. It is best to use water that is at least as good as the recommended water quality listed in the ASTM standards [10].

Conclusion
In this study, the effects of engine coolant car on quantity of additive dropout were investigated. A significant notes observed using visual inspection, as the additives precipitate on the samples with different colors, However, these deposits were in different quantities with the different type of coolant used. Weight measurements showed that Al Gabal green was the lowest in dropout rate, which produced locally, compared with Abroad coolant type that import from overseas. In addition, the high dropout rate of Al Gable red compared with Al Gable green could be related to the dye type, as both coolants are produced by the same local company.
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Abstract: One of the most recycled and recyclable materials now in use is aluminium. Frequently, aluminium cans, automobile components, and window frames are recycled back into itself. A vital component of the contemporary aluminium industry is recycling. Recycled aluminium production uses only around 5% of the energy required to produce new aluminium, resulting in lower carbon emissions and cost savings for both corporations and end users. As a result, today's use of roughly 75% of all aluminum created throughout history. Recycling rates for aluminium exceed 90% in the majority of industrial sectors, including the construction and automobile industries. Every year, the United States saves more than 90 million barrels of oil equivalent through industry recycling. Capability to remelting aluminium alloys scrap without losing its alloying elements and finding optimum pouring temperature are the purpose of this paper, and the results will determine the possibility of reusing piston alloy to make components similar to those they were recycled from. Automotive cast aluminium scrap obtained from pistons were used as experimental specimens, which were melted via an electrical furnace then poured at four different temperatures, namely 680, 720, 760, and 800 °C into a strip fluidity steel mould. The chemical composition of the four specimens were examined using spark emission spectrometer and the length of melted metal that flowed through the mould strips was measured as well to determine fluidity. Also, an optical microscope was used to detect microstructure defects. The chemical composition ratios of alloying elements before and after recycling showed that the resulting alloys could be closely equivalent to the commercial alloy that was originally used to make the components. In addition, the higher the pouring temperature the greater the casting fluidity. Generally, the consumed aluminium piston alloy can be re-melted and used to produce many parts.

Keywords: (casting, recycling, aluminium alloys)

Introduction

Due to their unique properties, such as low density, high thermal conductivity, simple net-shape fabrication techniques (casting and forging), ease of machinability, high reliability, and excellent recycling characteristics, aluminum alloys are the preferred material for pistons in both gasoline and diesel engines. Al-Si casting alloys are chosen often to produce
engine parts due to their great castability, where silicon plays an important role, particularly, having high thermal properties, which increases fluidity [1, 2]. Castability is the ability of an alloy to be cast without formation of defects such as cracks, segregations, pores and porosity. In addition, loss-alloying element during re-melting could occur. Therefore, casting characteristics of Al-Si alloys require careful melting, degasifying, and pouring. Failure to exercise adequate control during the melting and casting processes is one of the most prominent problems [3]. The pouring of molten metal into the mold and subsequent filling are crucial processes in the casting process. It has been noticed in foundry practice that some alloys fill the mould cavity completely and reproduce its intricacies in the finished casting better than others do when filling moulds of sophisticated design, particularly those that involve thin portions. Therefore, testing for mould filling capacity is crucial since it not only aids in choosing the right alloy composition for a certain application, but also helps with quality control and lowers the likelihood of casting rejections. A lack of fluidity could contribute to the development of mistune castings or the absence of surface characteristics [4, 5]. The characteristics of mould and metal jointly are involved in determining fluidity, and pouring temperature is one of the factors related to metal. G. Timelli et al [6] investigated the fluidity of four different high pressure die cast Al-Si and Al-Si–Cu alloys at a pouring temperature range of 580–760 °C. They found that fluidity linearly increases at increasing temperatures. In the other study, Chennakesava Reddy et al [4] found out that influence of pouring temperature on fluidity of Al-Si-Mg cast alloys is positive, whereas the higher the pouring and mould pre-heat temperature the greater the casting fluidity, as pouring temperature range is between 650 and 850 °C, and the mould was preheated before pouring to 400 °C. An effective recycling temperature in the aluminium foundry has been investigated in this study, which shows that the alloy chemical composition of the melted piston scrap is consistently equivalent to original piston alloy, also the strip fluidity of Al-Si piston alloy with different pouring temperature has been studied, that is used for gravity die casting, the strip fluidity test measures the ability of alloy to fill a mould of different cross sections and thus provides a wider specification of actual casting conditions.

**Experimental**

A consumed car engine’s pistons were used in the present investigations. The chemical composition of the samples was determined...
using FUNDARY-MASTER Pro emission spark spectrometer before and after recycling. The pistons were cut into small pieces then melted in an electrical furnace, and the tests were carried out in the pouring temperature range of 680 – 800 °C with a step of 40 °C. Because fluidity is an empirical measure of a processing characteristic, this property measures in one of the several types of fluidity tests. Two common types are the mould fluidity spiral and the strip fluidity test. According to previous studies [4, 8], a strip fluidity testing mould (a tool steel strip type mould) was chosen for this investigation, the design of which is shown in Fig. 1, which includes four strips, a pouring basin, and a running system. Each strip was of 10 mm width and 200 mm length. The thicknesses of the strips were 1, 3, 5, and 7 mm.

**Fig. 1:** Fluidity test mould

**Results and Discussion**

Figure 2 shows the ingot after solidified, the molten metal flow can be seen through the strips with 5 and 7mm depth only, as the mould is not heated (casting with mould at room temperature). The same results were found by A. Heidarzadeh et. al [7] as the molten metal did not pass through the strip with 1 mm thickness and solidified at running system which was cast without preheating the mould. However, the length of the metal flow in strips mould of 5 and 7 mm depth are taken as a measure of casting fluidity.

![Photographic view of strip fluidity test casting](image)

**Fig. 2:** Photographic view of strip fluidity test casting

The effect of pouring temperature on the fluidity alloy is shown in Figure 3. It can be seen that the fluidity increases with raising pouring temperature. The degree of super heat of the alloy grows with increasing pouring temperature, this leads to keeping the alloy as a molten form for a longer period, also the
super heating of alloy decrements the fluid viscosity, so the liquid melt is able to flow over a longer distance due to increase in fluid life [4, 7]. In addition, increasing the pouring temperature delays the nucleation and growth of fine grains at the tip of the flowing metal into the mould channel, which leads to increment of the fluidity. [8]. On the other hand, an increase in the fluidity of the alloy as a result of an increase in the pouring temperature may lead to one of the most important defects of the microstructure, which is porosity. Porosity in castings mainly occurs due to gas entrapment in the melt at a highly turbulent flow of liquid metal into the die cavity [9].

Table 1 gives the chemical composition of alloys, original alloy and alloys pouring at different temperatures, which were obtained from recycled aluminium piston.

**Table 1:** Chemical composition of alloys

<table>
<thead>
<tr>
<th>Temperature °C</th>
<th>Si</th>
<th>Fe</th>
<th>Cu</th>
<th>Mn</th>
<th>Mg</th>
<th>Zn</th>
<th>Cr</th>
<th>Ni</th>
<th>Al</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orig.</td>
<td>0.16</td>
<td>0.26</td>
<td>2.13</td>
<td>0.034</td>
<td>0.745</td>
<td>0.027</td>
<td>0.0186</td>
<td>0.0162</td>
<td>9.68</td>
</tr>
<tr>
<td>400</td>
<td>0.16</td>
<td>0.26</td>
<td>2.13</td>
<td>0.034</td>
<td>0.745</td>
<td>0.027</td>
<td>0.0186</td>
<td>0.0162</td>
<td>9.68</td>
</tr>
<tr>
<td>760</td>
<td>0.16</td>
<td>0.26</td>
<td>2.13</td>
<td>0.034</td>
<td>0.745</td>
<td>0.027</td>
<td>0.0186</td>
<td>0.0162</td>
<td>9.68</td>
</tr>
<tr>
<td>800</td>
<td>0.16</td>
<td>0.26</td>
<td>2.13</td>
<td>0.034</td>
<td>0.745</td>
<td>0.027</td>
<td>0.0186</td>
<td>0.0162</td>
<td>9.68</td>
</tr>
</tbody>
</table>

It can be observed that the alloy chemistries of the alloys obtained from recycled pistons are well within the normal specifications for pistons. It is noteworthy that the alloy chemistries are fairly consistent, the Cu content is slightly low, whereas its content varies from a low of 1.08 wt.% for alloy poured at 760 °C to a high of 3.13 wt.% for original alloy. Furthermore, it is anticipated that alloys made from piston scrap will include between 10.1 and 13.4 wt of Si. Typically, near eutectic Al-Si cast alloys with significant amounts of Cu, Mg, and Ni are used to cast pistons. Because of their outstanding fluidity and feedability and close to zero solidification range, eutectic alloys are chosen. High dimensional stability, scuff resistance, wear resistance, and lower thermal expansion are further benefits of the high Si content to the alloy. These are essential functional specifications that pistons must meet in order
to work properly across a large operating temperature range. In some cases, pure alloying element could be added during melting to prevent the loss of that element, which is caused by oxidation [12, 13]. Finally, it is seems that the consumed piston alloys can be reused to cast components similar to those they were recycled from without significant loss of performance. Furthermore, it has been reported that rapid cooling during casting may cause segregation defect at surface of re-melted alloys, as shown in Figure 4, this defect can be fixed by removing a few millimeters from specimen surface using milling process ref. A study on the recycling 7075. Segregation process may occur at the end of solidification [14].

When the aluminum alloys are melted at high temperatures, gases like hydrogen are easily formed in the molten metal and cause defects such as gas porosity and shrinkage porosity [10]. The increased porosity can cause a reduction in the mechanical properties [11]. As shown in the above results, melting the alloy at a high temperature caused an increase in fluidity; on the other hand, it led to form common casting defects, which can no longer be treated.

Conclusion
1. Casting fluidity of alloys increases with increasing pouring temperature of melt.
2. The mould with strips less than 5 mm of thickness needs pre-heating where the molten metal did not reach the strips.
3. Alloy addition is not required in the melting process
4. No significant change in the chemical composition after re-melting can be observed.
5. Segregation process can be reduced to a minimum with slow cooling during casting process.
6. The consumed aluminium piston alloy can be re-melted and used to produce many parts, as recycling is one of the most effective ways to produce alloys in our country.
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Abstract: Almost seventy percent of all goods are transported with the help of commercial vehicles with tractor-trailer combinations. Despite the fact that intensive aerodynamic studies have been taken into account for a few decades within the automotive industry. In theory the engine will only deliver fifty percent of the power to move the vehicle forward as the other fifty percent will be wasted against the significant and contrasting drag force. Computational Fluid Dynamics, often known as CFD, is a very powerful and effective tool which is used in engineering practice to find solutions to aerodynamic problems. The ANSYS Fluent (version 2016) software has been used to conduct the analysis throughout this paper and solidworks (version 2016) software to draw all model used. This article contains an in-depth study involving the usage of NACA aerofoil on the critical area of a trailer to help reduce the drag coefficient and hence exploit the fuel saving potential. Various different NACA aerofoils have been used in the study of the effectiveness of each profile for the given purpose. The best choice of NACA profile concluded from the CFD results is NACA 0012 with five parts attached to the truck trailer.

Keywords: (Aerodynamics, CFD, Truck Trailer)

Introduction

Commercial vehicles have not been the main area of research and application of aerodynamic advancements. The aerodynamic design of commercial/heavy vehicles has only been active for around thirty years [1]. Since commercial vehicles are the biggest fossil fuel consumers, most fleet operators are forced to improve the aerodynamic styling of their vehicles. Aerodynamic efficiency is directly proportional to the frontal area, the density of the head wind, the speed the vehicle is travelling at and the coefficient of drag, which is simply dependent on the shape of the vehicle.

It can be noticed from the above formula of drag force that at velocities higher than thirty miles per hour, drag force becomes significantly strong and hence important and up to fifty percent of engine power can be consumed to overcome this drag force.

At the present time, the tractor-semitrailer is one of the most common forms of transport. It
plays a crucial role in cargo transportation because it is flexible and faster when compared with railway transportation [2].

One of the important ways which it used in order to conserve energy and to protect the global environment is improving the aerodynamic drag, so the main concern of the automotive industry is to reduce fuel consumption. The evolution of the vehicle body and the reduction of drag is fundamental for developing fuel consumption and driving performance so that it will increase the vehicle’s capacity.

In spite of this, recent studies have shown that saving 3% in fuel consumption could be the result of reductions of 10% in aerodynamic drag [3].

In a lot of cases, the most dominant resistive forces for over 50% of overall resistance to motion are the drag force, thus it influences the fuel efficiency of the vehicle [4].

The one way that may be used to reduce fuel consumption for heavy vehicles can be attained by modifying truck shapes to reduce the aerodynamic resistance (drag) [5]. As result of that, the vehicle design is still a controlling worker when creating vehicle body shapes. In last year’s achieved flow amendments and drag decreases without the need to change a physical shape by use an active flow control techniques [3], General, the flow field created around a vehicle shape, which it will influence the aerodynamic force system generated [4].

The drag of heavy vehicles is commonly decreased by using a range of methods, for example streamlining airflow, covering exposed under body structures, decreasing wake and flow separation, all of which could be achieved by cab and trailer mounted devices, for example cab roof and side fairings, trailer-front fairings and base-flaps. Despite the availability of these solutions, it not all these solutions have been exactly appropriate in the automotive industry, because there are some issues, such as cost, maintenance, safety and efficiency, which reduce the alternatives available to fleet operators [6].

The need for truck aerodynamic improvement was realized almost four decades ago when NASA’s Dryden Flight Research Centre at Edward Sir Force Base started the research in this particular area. The initial work was carried out by Kenworth (1985) and proved the importance of cad-fairing adding onto the trailer in order to achieve reduced aerodynamic drag force.

**Model Construction**

Figure 1 shows the key dimensions of the semi-trailer model that was used in this analysis, which was created Solidworks V.2016. The height of the semi-trailer has been
taken as a standard 4.2 m based on commonly found dimensions and was taken as the baseline configuration. The dimensions of the semi-trailer, wheels and ground clearance are typical of real conditions, the length of the semi-trailer 16.28 m, the width 2.6 m and the length of the trailer 12.73 m, with wheels diameter 0.5 m.

Fig. 1: The model dimensions by meter
The dimension of the NACA Airfoil, variations were created in the model by the application of the same foil, once with the usage of three equal splits, once with the usage of five equal splits and finally without any split along the entire height of the trailer end.

Fig. 2a: The NACA airfoil model 1

Fig. 2b: The NACA airfoil model 2

NACA Aerofoil Profiles
Three different NACA airfoils were used to analyses the effectiveness of each profile and its validity for the application. The three NACA airfoils used for the study are as given, NACA airfoil 0006, NACA airfoil 0012, and NACA airfoil 2412.

The semi-trailer with three NACA airfoils on each side of the semi-trailer. The NACA length is 0.35 m and width 0.35 m, the gap between the NACA airfoil and the trailer is 0.2m, the position of the NACA airfoil on each side of the semi-trailer are one on the top and one on the bottom of the trailer and the last one was put in the middle, between the top and bottom NACA.
The semi-trailer with one NACA airfoil on each side of the semi-trailer.

The NACA has width of 0.35 m and length of 4.2 m, the same as the length of the trailer of the truck, the gap between the NACA airfoil and the trailer is 0.2 m.

Computational Domain

The various models of the semitrailer formation under test were each imported into a three-dimensional, geometrically generated flow domain. The flow domain consisted of a rectangular cuboid volume containing the semitrailer model, as shown in the figure. The flow domain had a length of 260.48 m, such that the inlet of the flow domain was 5L upstream and the outlet was 10L of the semitrailer models (where L is the total length of the semi-trailer model). The longitudinal side walls...
of this area were at a distance of $3W$ from the model (where $W$ is the total width of the semitrailer model), so the width of the flow area was 18.2 m, and the distance between the horizontal top wall of the area and the top of the semitrailer was $4H$ (where $H$ is the total height of the semitrailer model), so the height of the flow area was 22 m.

Justification of Mesh

Mesh generation is the second step of CFD and is considered one of the main steps in CFD after the definition of the domain geometry. At this stage the CFD will divide the domain into a number of smaller elements, to resolve the flow physics within the domain geometry that has been created. This leads to the creation of a mesh (or grid) of cells overlying the whole domain geometry. The number of elements in the mesh within the computational domain will have an effect on the accuracy of a CFD solution [7]. The first step in the mesh before choose the correct size of mesh is a justification of mesh, which was used during the study as it holds a vital impact in the results in terms of not only the accuracy of results obtained, but also the computational time, which has been one of the most critical elements in the success of this article. This was achieved by using different elements of face size, so it was done by using the bigger element face size to domain and smaller elements face size to the body of the semitrailer without NACA airfoil. The mesh independence test was done at meshes of 1.25 million, 2.5 million and 5.6 million with velocity of 40MPH (17.88m/s) and angular velocity of rotation wheels (35.76 rad/s) was used for this test. The results of the mesh independence test are shown in the table below.

Table. 1: The justification of mesh

<table>
<thead>
<tr>
<th>Number of Case</th>
<th>Size of Mesh (m)</th>
<th>Number of elements</th>
<th>Force (N)</th>
<th>Drag coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1</td>
<td>125690</td>
<td>2504</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>0.165</td>
<td>204</td>
<td>1457</td>
<td></td>
</tr>
</tbody>
</table>

---

Fig. 6: Domain Geometry
It may be seen from the table that the accuracy of the results has been increased by increasing the number of elements. Mesh was chosen for this article with approximately 5.6 million elements, and also it has been used 12 million elements for model and the result was far less in comparison, that it was 0.9% difference with used 5.6 million elements. To save time required for the analysis, mesh with 5.6 million elements was selected as standard for all the remaining results for the article with a quality of mesh 96%.

### Boundary Conditions

In this article, the velocity of the domain of the semi-trailer was defined as a velocity inlet with three different velocities at three different cases, which are 17.88 m/s (40 M/h), 22.35 m/s (50 M/p) and 25 m/s (56 M/h). The side face of the domain behind the model was defined as pressure outlet zero, and the bottom face of the domain flow was defined as moving wall by velocity 17.88 m/s (40 M/h), 22.35 m/s (50 M/p) and 25 m/s (56 M/h). The wheels of the domain flow were defined as rotation wheels with angular velocity as 35.76 rad/s, 44.7 rad/s and 50 rad/s. The figure 7 shows the names of all the faces of the semi-trailer.

![Figure 7: Truck areas of aerodynamic interest](image)

### Results And Analysis

There have been rather interesting result trends found during the study, details of which can be found in next section. Data collection and representation has been carefully chosen to convey the results in the most direct manner. All the NACA foil profiles are compared side by side showing the drag force, density of air, frontal area of the commercial vehicle and, most importantly, the aerodynamic drag percentage reduction, which has been critical information since it highlights in black and white that which NACA foil is the most appropriate for the purpose within the NACA air foils used in this research.

### Flow Velocity Variation
Three different flow velocities were used to ensure the in-depth study corresponding to the effect of flow velocity change with the maximum flow velocity used as the maximum motorway speed limit for commercial vehicles in the UK.

The three flow velocities used for the analysis are as follows 17.88 m/s (40mph), 22.35 m/s (50mph), and 25.03 m/s (56mph).

The tables below are contained the data collected from CFD results and other calculations for various speeds suggested.

**Table 2:** shows different velocities with various DRAG and drag coefficient reading

<table>
<thead>
<tr>
<th>Type of NACA</th>
<th>Drag (N)</th>
<th>Air density (kg/m³)</th>
<th>Area (m²)</th>
<th>Drag coefficient</th>
<th>% Decrease</th>
</tr>
</thead>
<tbody>
<tr>
<td>Truck without NACA</td>
<td>2348</td>
<td>1.225</td>
<td>12.09</td>
<td>0.992</td>
<td>0.000</td>
</tr>
<tr>
<td>Truck with three NACA 0006</td>
<td>2351</td>
<td>1.225</td>
<td>12.13</td>
<td>0.990</td>
<td>0.203</td>
</tr>
<tr>
<td>Truck with five NACA 0006</td>
<td>2360</td>
<td>1.225</td>
<td>12.16</td>
<td>0.991</td>
<td>0.059</td>
</tr>
<tr>
<td>Truck with one NACA 0006</td>
<td>2362</td>
<td>1.225</td>
<td>12.17</td>
<td>0.991</td>
<td>0.095</td>
</tr>
<tr>
<td>Truck with three NACA 0012</td>
<td>2359</td>
<td>1.225</td>
<td>12.17</td>
<td>0.990</td>
<td>0.236</td>
</tr>
<tr>
<td>Truck with five NACA 0012</td>
<td>Truck with one NACA 0012</td>
<td>Truck with three NACA 2412</td>
<td>Truck with five NACA 2412</td>
<td>Truck with one NACA 2412</td>
<td></td>
</tr>
<tr>
<td>------------------------</td>
<td>------------------------</td>
<td>--------------------------</td>
<td>------------------------</td>
<td>------------------------</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Velocity 22.35 m/s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drag (N)</td>
<td>Drag (N)</td>
<td>Drag (N)</td>
<td>Drag (N)</td>
<td>Drag (N)</td>
<td></td>
</tr>
<tr>
<td>Air density (kg/m³)</td>
<td>Air density (kg/m³)</td>
<td>Air density (kg/m³)</td>
<td>Air density (kg/m³)</td>
<td>Air density (kg/m³)</td>
<td></td>
</tr>
<tr>
<td>Area (m²)</td>
<td>Area (m²)</td>
<td>Area (m²)</td>
<td>Area (m²)</td>
<td>Area (m²)</td>
<td></td>
</tr>
<tr>
<td>Drag coefficient (%)</td>
<td>Drag coefficient (%)</td>
<td>Drag coefficient (%)</td>
<td>Drag coefficient (%)</td>
<td>Drag coefficient (%)</td>
<td></td>
</tr>
<tr>
<td>Decrease (%)</td>
<td>Decrease (%)</td>
<td>Decrease (%)</td>
<td>Decrease (%)</td>
<td>Decrease (%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Individual Effects and Velocity Effect

Tables and the charts below show that the drag coefficient (%) decrease at various velocities. Indeed, the best NACA profile showed good results is NACA 0012 with five parts distributed at the back of truck-trailer. As can be seen from fig. 11 the values percentage of drag coefficient decrease are 0.387 % at speed of 17.88 m/s, and 0.481 % at speed of 22.35 m/s, and 0.511 % at speed of 25 m/s. Actually, it can be concluded that the drag coefficient % decreases more at high speed suggested.
Tables and coming charts showed drag coefficient at different velocities. It’s clear that the lowest drag coefficient appointed at truck with five NACA 0012 compared to other models of NACA shapes attached to the truck. Fig. 12 shows that, the lowest drag coefficient for the truck with five NACA 0012 is 0.988 at velocity of 17.88 m/s, and the lowest drag coefficient for the truck with five NACA 0012 is 0.984 at velocity of 22.35 m/s, and the lowest drag coefficient for the truck with five NACA 0012 is 0.982 at velocity of 25 m/s. where it can be concluded that, the best choice of NACA profile for the truck trailer is NACA 0012 with five parts attached to truck trailer.

**CFD Results Validation**

Since it is a novel concept, unfortunately the study cannot be directly validated with the desired accuracy. However, the magnitude of the total impact involving both the effect of velocity on the aerodynamic drag on commercial vehicles and the range of NACA airfoils can be compared to match the trends. As the results suggest, the application of NACA
airfoil has a considerable beneficial effect on the commercial vehicle’s aerodynamics and significantly helps to reduce aerodynamic drag, and hence the fuel economy can be increased with the usage of this phenomenon. It can also be noticed that the NACA feature has a far greater impact on higher velocity, hence maximum benefit can be obtained at the top speed limit of 56 mph.

Conclusion
The results from the article involve the baseline model with the incorporation of cab fairing. This was important as it represents the best industry practice for further aerodynamic improvement of the vehicle design, in this case the trailer aerodynamic efficiency against drag force. Now another novel concept is being applied to significantly reduce the wake region with the help of NACA airfoils. Airfoils help to keep the flow attached to the foil and hence dipping more into the wake region before the flow separates from the rear end of the trailer. Once the wake region or rear end turbulence region is decreased significantly in area, drag force onto the trailer will also be achieved, which has been proven through results obtained with the help of CFD analysis for this article.

The conclusions which can be drawn after the study has been carried out to reduce aerodynamic drag using NACA airfoil can be described in the following points:

1) Aerodynamic drag can be significantly reduced with the application of NACA airfoil onto the body of the trailer near the wake region.

2) As proved with the in-depth CFD analyses, NACA airfoil provides the benefit of reducing aerodynamic drag and hence helps to reduce fuel consumption.

3) It can be seen that, by usage of NACA airfoils, drag force is increased due to increment of the front area of the vehicle and the drag coefficient is increased simultaneously. Therefore, with presence of NACA airfoil, an unusual and inverse relationship between drag force and drag coefficient is established.

4) The best choice of NACA profile concluded from the CFD results is NACA 0012 with five parts attached to the truck trailer.

Abbreviations and Acronyms

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>CFD</td>
<td>Computational Fluid Dynamic</td>
</tr>
<tr>
<td>NACA</td>
<td>National Advisory Committee for Aeronautics</td>
</tr>
<tr>
<td>NASA</td>
<td>National Aeronautics and Space Administration</td>
</tr>
<tr>
<td>MPA</td>
<td>Meter Per Hour</td>
</tr>
</tbody>
</table>
m  Meter
s  second
rad  radian
L  The total length of the semi-trailer model
W  The total width of the semi-trailer model
H  The total height of the semi-trailer model
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Abstract: The process of punching has become prominent in the manufacturing industry because of its ability to make highly specialized parts that minimize waste and cost. With punching process, the goal is to use what is stamped/punched out rather than what is left after going through the die. In this paper, the evaluation of wear resistance and productivity of cutting die that uses to make holes in gun safety part is discussed and studied. The results of this work showed that, there is attempts by some engineers in the factory to teach a high productivity of the die, but they failed, Where the dies used had many problems, including the decrease in the toughness of the punch, and an error in the design of the punch. To solve the problems that occur in the die, which were the reason for reducing productivity, we suggest choosing other wear-resistant materials to design new dies and making a suitable design for the die by applying the shear angle and suitable clearance between the bunch and the die.

Keywords: Blanking process, Wear, Cutting die, clearance

Introduction

Bani Walid Industrial Factory is one of the important factories in Libya. It is located in Bani Walid City about 10 Km from the city center. It has been opened in (1982) to produce light machine guns such as revolvers, pistols, rifles, general-purpose rifles and some special equipment for army. The planning section in the Factory has reported some defect problems in one of the production lines especially for the Klachenkov rifles. This production line is to fabricate one of the parts, which is the safety part in the rifles. This part consists of a ring fixed on a small bar, which is fixed on the rifle body. To fix the safety part on the rifle, a hole on the ring and bar should be drilled. To make this hole, the safety part pass through the cutting process by the cutting die to obtain an initial hole and then the hole is machined to obtain the right and accurate measurements. The production strategy for the safety part is to produce 3000 pieces daily (i.e., 1500 pieces per shift). These pieces pass under the pressing bar which contains the cutting die to the pulling machine. The cutting die is sharpened between the shifts (i.e., after producing 1500 pieces). This has been achieved by the old cutting dies, which are made in Russia. Once the old cutting dies run out of the stores, the Factory has fabricated these dies locally due to difficulties to obtain them from abroad. Unfortunately, those locally fabricated dies did not perform well when they have been used in the production line.

There are some problems related to this die such as:
1-The productivity of those dies have been decreased to 430 pieces before sharpening.
2-The percentage of defected parts is increased. The ring separates from the bar during the cutting process or following processes. The quality control team does not accept this percentage.
3- The Broaching tool failure before the expected lifetime during the brushing process. The productivity of this tool has dropped rapidly from 1200 pieces to 250 pieces.

Since these problems appeared, the planning section in the Bani Walid Industrial Factory has tried to overcome them but without any success. Therefore, the main goal of this study is to investigate and solve the problems concerning the cutting dies. Reverse engineering played a major role in collecting the data for the cutting dies. But since the original dies are not available, the locally fabricated dies are used. The strategies that have been tried by the planning section were studied to benefit from them and realize the failure reasons to avoid them in the new study. In order to improve the cutting die, it is required that all dimensions should be measured and prepare all drawings using computer. Mechanical properties such as surface roughness, hardness have been measured. Metallographic examination was carried out to study the microstructure of the old die. Once all data have been obtained, many experiments have been carried out with some modifications to solve the problems.

**Reverse Engineering**

Reverse engineering is the disassembly, measurement and documentation of all the parts of an existing product unlike conventional forward engineering which begins with a problem or idea and works toward a solution or product, reverse engineering begins with a product and results in understanding, documentation or idea. (1) Reverse engineering is a four-stage process in the development of technical data to support the efficient use of capital resources and to increase productivity. The stages, all of which are conducted after a rigorous prescreening of potential consist of data evaluation, data generation, design verification, and design implementation.

This process is typically applied for the improvement of production lines manufacturing capabilities; ideally, groupings of parts by system or subsystem produce the best pool of candidates for reverse engineering. Accurate data development for long-term maintenance and support of technical capabilities is the cornerstone of reverse engineering. This process provides a level of technical support. Since reverse engineering requires the investment of capital, reverse engineering projects are carefully prescreened to ensure a high probability of success. Those projects, which do not meet prescreened criteria, are typically not considered, hence success in reverse engineering is generally measured by return no investment. Figure (1) illustrates the difference between the traditional design process and the reverse engineering process. (2)
Blanking and punching Operation

Whether the die shown in figure (2) is a blanking die or a punching die depends solely upon its intended use. It is called a blanking die if it is meant to produce blanks of a desired contour and size by cutting them out of the required type of material. The blanks are the desired product (piece parts) made by the die. In most cases, the material remaining after the blanks have been cut out is considered scrap.

If the purpose of the die is to make openings of a desired contour and size in the required material, it is called a piercing die. In this case, A represents the piece part and B is called the slug. The slug is usually considered scrap.

The basic elements of both dies are identical. The name of the die is derived from its intended use. The physical effects of the tool upon the stock material are the same whether it is punching in a piece part or whether it is punching out blanks which are the desired product of the die. (11)

Proper cutting clearance is necessary to the life of the die and the quality of the piece part. Excessive cutting clearance results in objectionable piece-part characteristics; insufficient cutting clearance causes undue stress and wear on the cutting members of the tool because of the greater punching effort required. (12)

The clearance between the punch and the die plays an important role in the blanking process. The selection of clearance will influence the life of the die or punch, the blanking force, the quality of the workpiece.

In figure (3) blanking force-punch stroke curves for different clearance are presented. For materials considered as rigid-plastic, the blanking force arising from the elastic deformation of the material is omitted. From fig (3) it can be seen that an increase in the clearance causes a decrease blanking force. (13)

Determining cutting clearance

The physical properties and the thickness of the stock material are the factors that determine the amount of cutting clearance.

The thickness is easily measured but the physical properties in relation to cutting clearance are not. Therefore, the optimum clearance must often be determined by actual experiment. (12)

The die-clearance chart figure (4) may be used to find the recommended die clearance to be allowed, and to be provided for, in designing a die for service as determined by the materials groups which follow, and for the reestablished percentage of material thickness of the original part which the die is designed to produce. (12)

**Group 1.** 1100 and 5052 aluminum alloys, all tempers. An average clearance of 4.5 % of material thickness is recommended for normal punching and blanking.
Group 2. 2024 and 6061 aluminum alloys; brass, all tempers; cold rolled steel, dead soft; stainless steel soft. An average clearance of 6% of material thickness is recommended for normal punching and blanking.

Group 3. Cold-rolled steel, half hard; stainless steel, half hard and full hard. An average clearance of 7.5% is recommended for normal punching and blanking.

Fig. 4: Die-clearance chart by groups of materials, using the recommended of metal thickness. 

Experimental work

The Industrial Factory in Bani Walid is facing problems in one of its production lines that is specialized in producing one part of the Klashenkov rifle which is called the safety part as shown in figure (5). The problems include the following:

1- The Broaching Tool failure which is used in the broaching process.

2- The Productivity of the cutting die (figure 6) is not satisfying the planning department in the factory.

3- The percentages of the defects were high, which is produced by this die. Also, the problem of separation of the ring which is fixed to the safety port by spot welding was 8.6%.

Fig. 5: The safety part

Fig. 6: The cutting die

Problem Identification:

Four different dies were chosen as samples to study the problems mentioned above as shown
The first die (Da) is the original one, the other were modified.

Table 1: Show four different dies

<table>
<thead>
<tr>
<th>Die</th>
<th>Productivity (Pieces)</th>
<th>Accepted (Pieces)</th>
<th>Rejected (Pieces)</th>
<th>Defect percentage</th>
<th>Problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Da</td>
<td>430</td>
<td>393</td>
<td>37</td>
<td>8.6%</td>
<td>Wear on the punch and die block.</td>
</tr>
<tr>
<td>Db</td>
<td>65</td>
<td>62</td>
<td>3</td>
<td>4.6%</td>
<td>Fracture of punch</td>
</tr>
<tr>
<td>Dc</td>
<td>80</td>
<td>84</td>
<td>6</td>
<td>7.5%</td>
<td>Fracture of punch</td>
</tr>
<tr>
<td>De</td>
<td>85</td>
<td>76</td>
<td>9</td>
<td>10.6%</td>
<td>Wear on the edges of the punch</td>
</tr>
</tbody>
</table>

In order to investigate these problems, the dies were dies disassembled to carry out tests and measurements.

Figure (7) shows the basic elements of a blanking or piercing die. These elements are the die block in which the proper female die opening has been made, the punch, and stripper. (The back gage which locates the back edge of the stock material is, in this instance, a part of the stripper.) They are mounted on a die set in order to achieve and retain proper matching of the punch and the die opening. The die block and stripper are secured to the die shoe by means of screws and dowels. The punch is screwed and doweled to the punch holder. When the die is set up or mounted in the punch press, the punch holder is secured to the ram of the press and, of course, moves with the ram. The die shoe is secured to the press bed and remains stationary.

The stock material A is fed or loaded in the proper position on the top surface of the die block. When the press is tripped, the ram drives the punch through the stock material A into the die opening, thereby producing an opening in the stock material by cutting out the blank or slug B. this blank or slug remains in the die opening when the punch is withdrawn and is pushed through the die by the blanks or slugs produced subsequently.

Disassembly of Blanking Die

This component is composed of five main parts, which are:

1-Die Block

The die block (figure 8-part D) is the female part of a complete blanking die which is used to produce piece parts consistently to required specifications.

2- Punch

A punch is a male member of a complete die which mates or acts in conjunction with the female die to produce a desired effect upon the material being worked. a die can be a simple tool composed of punch, die block, and stripper, or it can be an extremely Factory mechanism which performs many and varied operations. (Figure 8-part B)

3- Punch Holder

This part is shown in figure (8-part A). It is used to fixing the punch of longitude for insuring no deflection from die block.

4- Stripper
The purpose of this part is to insure no moving of the punch of the cycle (figure 8-part C)

**Fig. 8:** Disassembly of blanking die, A- Punch holder, B- Punch, C- Stripper, D- Die block

**Measurements and Drawing**

The dimensional measurements were taken using calipers, micrometers, and coordinate measuring CMM as shown in figures (9).

**Fig. 9:** Measurement Tools.

**Fig. 10:** Die block.
**Hardness Measurement**

The Rockwell hardness (scale C) measurements were taken on polished samples. Tests were made using a standard Rockwell hardness test machine and a load of 150 kg. The hardness values are the average of 10 minimum readings. This method is the most widely used hardness test. Its general acceptance is due to its speed, freedom from personal error, ability to distinguish small hardness differences in hardened steel, and the small size of the indentation, so that finished heat-treated parts can be tested without damage.

This test utilizes the depth of indentation, under constant load, as a measure of hardness. A minor load of 10 kg is first applied to seat the specimen. This minimizes the amount of surface preparation needed and reduces the tendency for ridging or sinking in by the indenter. The major load is then applied, and the depth of indentation is automatically recorded on a dial gage in terms of arbitrary hardness numbers.

**Impact Test**

In general impact tests are designed to measure the resistance to failure of a material to a suddenly applied force such as collision, falling object or instantaneous blow. The test measures the impact energy, or the energy absorbed prior to fracture. Charpy test specimens of dimensions 55x10x10mm were cut from the dies. The sample have a V-sharp notch, 2mm deep, with 45 angle and 0.25 mm radius along the base.

**Surface Roughness Measurement**

Surface topography is of great importance in specifying the function of a surface. A significant proportion of component failure starts at the surface due to either an isolated manufacturing discontinuity or gradual deterioration of the surface quality. Typical of the former is the laps and folds which cause fatigue failures and of the latter is the grinding damage due to the use of a worn wheel resulting in stress corrosion and fatigue failure. The most important parameter describing surface integrity is surface roughness. In the manufacturing industry, surface must be within certain limits of roughness. Therefore, measuring surface roughness is vital to quality control of machining work piece. Surface roughness measurement is performed on Sutronic 3+ device as it can be seen in figure 12.

**Chemical Analysis**

Spark emission spectrometry is a rapid, precise and reliable method for elementary analysis of conducting solids, whose discovery dates back to the last century. Today this technique is used on a systematic basis in the steel, metallurgy and foundry industries for developing, producing and providing quality control of metals and alloys. In spark spectrometry, the emission source consists of a sparking stand and a spark generator. The sample to be analyzed, hard faced with an abrasive, is held on the support plate by an attachment device. Spark emission spectrometry is an analytical technique which is routinely used in the metal industry. Chemical composition of the samples under investigation were measured using spectrophotometer.
(Cutting Die Lowness of Productivity)
To study the low productivity of the selected dies manufactured at Bani Walid Factory, tests and measurements were carried out as can be seen in table 2.

**Table 2:** shows an old dies specification

<table>
<thead>
<tr>
<th>Dies</th>
<th>AISI Steel Type</th>
<th>Hardening temperature ºC</th>
<th>Hardness HRC</th>
<th>Clearance mm</th>
<th>Productivity</th>
<th>Rejected</th>
<th>% of Rejected parts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Da</td>
<td>W1</td>
<td>800</td>
<td>59.8</td>
<td>0.008</td>
<td>430</td>
<td>37</td>
<td>8.6%</td>
</tr>
<tr>
<td>Db</td>
<td>W1</td>
<td>790</td>
<td>69.4</td>
<td>0.009</td>
<td>65</td>
<td>3</td>
<td>4.6%</td>
</tr>
<tr>
<td>Dc</td>
<td>W1</td>
<td>800</td>
<td>59.4</td>
<td>0.008</td>
<td>80</td>
<td>6</td>
<td>7.5%</td>
</tr>
<tr>
<td>De</td>
<td>W1</td>
<td>815</td>
<td>51.1</td>
<td>0.008</td>
<td>85</td>
<td>9</td>
<td>10.6%</td>
</tr>
</tbody>
</table>

Regarding the die Da wear occurred on the edges of the Punch and the Die block as shown in figures (13, 14(a, b)) due to pressure on the edges.

**Fig. 13 A, B:** Shows wear defect on the punch.
- Regarding the die Db, it was a try from the planning department in the factory to increase productivity by raising the hardness of the die to 68 HRC without considering that; if the hardness is high, the impact strength of the die will be less which causes fracture.
- To sharpen the die Dc more than two times, the planning department made the punch longer to raise the dies entire productivity, this caused the punch bend and fracture.
- Low hardness of De die caused wear on the edges of the punch and die block.

The main reason for low productivity is the wearing that occurs to the punch and die block. To increase productivity, we have to decrease wear problem. To obtain optimum specification many experiments were made.

**Hardness Measurement**

Hardness measurements were performed on old dies and new dies. The locations are shown in figure 15.
The hardness values of old dies (Da, Db, Dc, and De) are illustrated in table (3).

- It can be seen that the hardness measurements of Da and Dc are equal. However, die Db has higher hardness and the lowest hardness was obtained for die
When the hardness is high, the die Db is fractured and productivity was 50 pieces. In contrast, that the productivity of die De was 80 pieces this due to low hardness values.

Table 3: Rockwell hardness test results for Da, Db, Dc, and De.

<table>
<thead>
<tr>
<th>Location</th>
<th>Hardness Value (HRC)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Da</td>
</tr>
<tr>
<td>1</td>
<td>60</td>
</tr>
<tr>
<td>2</td>
<td>61</td>
</tr>
<tr>
<td>3</td>
<td>59</td>
</tr>
<tr>
<td>4</td>
<td>58</td>
</tr>
<tr>
<td>5</td>
<td>60</td>
</tr>
<tr>
<td>6</td>
<td>59</td>
</tr>
<tr>
<td>7</td>
<td>62</td>
</tr>
<tr>
<td>8</td>
<td>60</td>
</tr>
<tr>
<td>9</td>
<td>58</td>
</tr>
<tr>
<td>10</td>
<td>59</td>
</tr>
<tr>
<td>11</td>
<td>60</td>
</tr>
<tr>
<td>12</td>
<td>61</td>
</tr>
<tr>
<td>13</td>
<td>60</td>
</tr>
<tr>
<td>14</td>
<td>59</td>
</tr>
<tr>
<td>15</td>
<td>61</td>
</tr>
<tr>
<td>Average</td>
<td>59.8</td>
</tr>
</tbody>
</table>

Fig. 16: Hardness measurements of dies

Impact Energy Results
The impact energy is one of the important properties, which needs to study to avoid the punch fracture during the operation. The impact result of old dies are given in table (4). The samples were taken from the dies with dimensions. And as can be seen from figure 17, the relationship between hardness and toughness.

The impact energy increases as the hardness values decreases.

Table 4: Impact test results for Da, Db, Dc, and De.

<table>
<thead>
<tr>
<th>Sample No.</th>
<th>Energy absorbed x 10(J)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Da</td>
</tr>
<tr>
<td>1</td>
<td>0.25</td>
</tr>
<tr>
<td>2</td>
<td>0.25</td>
</tr>
<tr>
<td>3</td>
<td>0.20</td>
</tr>
<tr>
<td>Average</td>
<td>0.23</td>
</tr>
</tbody>
</table>
Productivity

Table 7 shows the productivity results of different dies used in this work compared with dies produced by Bani Waled Industrial Factory.

However, the optimum productivity of the old dies made by Da is 430 pieces.

<table>
<thead>
<tr>
<th>Dies</th>
<th>Germany</th>
<th>W.Nr.</th>
<th>AISI</th>
<th>Cutting clearance</th>
<th>length of punch</th>
<th>angle</th>
<th>Productivity</th>
<th>Defects</th>
<th>Defect percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Da</td>
<td>1.1550</td>
<td>W1</td>
<td>0.008mm</td>
<td>15 mm</td>
<td>0°</td>
<td>430</td>
<td>37</td>
<td>8.6%</td>
<td></td>
</tr>
<tr>
<td>Db</td>
<td>1.1550</td>
<td>W1</td>
<td>0.009mm</td>
<td>15 mm</td>
<td>0°</td>
<td>65</td>
<td>3</td>
<td>4.6%</td>
<td></td>
</tr>
<tr>
<td>Dc</td>
<td>1.1550</td>
<td>W1</td>
<td>0.009mm</td>
<td>28 mm</td>
<td>0°</td>
<td>80</td>
<td>6</td>
<td>7.5%</td>
<td></td>
</tr>
<tr>
<td>De</td>
<td>1.1550</td>
<td>W1</td>
<td>0.008mm</td>
<td>15 mm</td>
<td>0°</td>
<td>85</td>
<td>9</td>
<td>10.6%</td>
<td></td>
</tr>
</tbody>
</table>

Conclusion

Through this work and from the chemical analysis of the metal used in the manufacture of the die, it was found that the percentage of chromium is low, and this affects the wear resistance, so it is necessary to choose another metal that is better to obtain high productivity. It was also found that the clearance in the die used is insufficient and small in relation to the thickness of the insurance to be cut, and this increases the pressure on the edges of the pieces in the die and leads to rapid wear. We expect that increasing the length of the bunch to solve the problem is not an appropriate option because this increase weakens the bending resistance of the bench. We advise the factory administration to make dies from other materials, pay attention to the bunch design, and choose a suitable clearance in the die.
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Abstract: The aim of this study is to improve the surface properties of PETG material in 3D printer products by adding Carbon-Fiber (CF). Carbon-Fiber is a material that can be added to PETG, PLA, ABS, Nylon and Polycarbonate PC filaments to increase their strength and stiffness. The main contribution of this study is to provide a comprehensive evaluation of the surface roughness of PETG and PETG/Carbon-Fiber filaments printed by fused deposition modeling (FDM) technique. The surface roughness is measured using surface roughness PCE-RT20000 tester. By adding 15% weight of Carbon-Fiber to PETG material, the surface roughness value was reduced by 32.7% in the final 3D printed product. This resulted from Carbon-Fiber's capacity to improve the material's flexibility and strength as well as its capacity to close gaps between PETG material threads by enhancing flow and adhesion. The chemical interaction between Carbon-Fiber and PETG contributed to increased flow and adhesion of the material. This interaction plays a role in obtaining good surface properties.

Keywords: (3D printing, materials, surface roughness, PETG, PETG/Carbon-Fiber)

Introduction

The increasing popularity of 3D printing, also known as additive manufacturing (AM), rapid prototyping (RP), or solid free-form technology (SFF), in a variety of applications has led the modern manufacturing industry to seek to replace conventional techniques with this innovative technology where suitable. This is due to the numerous advantages that 3D printing offers in comparison to conventional, energy-intensive techniques, such as the ability to fabricate complex geometries as a single unit with no joints, reduced material and labor costs, improved surface finish, decreased energy demand, single-step processing temperature, simplified processing (CAD model-Print-Install), near-net shape finish, quick production time, short lead time, and lower overall cost [1]. One of the main benefits of 3D printing is the capability to produce near-net shape products without the
need for physical molding to achieve the desired shape of the product. Designs can be created as 3D objects using software such as AutoCAD and SolidWorks, which are commonly used for designing prototypes for 3D printing applications. Once created, the 3D soft files can then be converted into the stereolithography (STL) format, a format that can be interpreted by a 3D printer [2]. The main advantages of this technology are the ability to develop complex shapes without geometric limitations and the conversion from the 3D solid model to the manufactured part with only a few parameters. The generic term AM encompasses several technologies such as fused filament fabrication (FFF), selective laser sintering (SLS), electron beam melting (EBM), and stereolithography (SLA). FFF is by far the most extensively used technology due to its ability to manufacture complex parts with a broad range of thermoplastic polymers at relatively low production costs. FFF accounts for 69% of all AM processes [3]. Surface roughness is a critical parameter that affects the mechanical and physical properties of materials, such as friction, wear, corrosion, adhesion, and reflectivity. In 3D printing, surface roughness also determines the accuracy, quality, and appearance of the printed parts. Therefore, it is essential to understand and control the surface roughness of 3D printed materials for enhancing their performance and functionality [4]. Among the various 3D printing materials, polyethylene terephthalate glycol (PETG) is a thermoplastic polymer that exhibits high strength, toughness, and chemical resistance. However, PETG may have high surface roughness due to its low viscosity and high shrinkage during printing. To overcome this limitation, PETG can be blended with carbon fiber reinforced filament (carbon Fil), which can improve the stiffness, dimensional stability, and thermal conductivity of PETG [5]. The main contribution of this study is to provide a comprehensive evaluation of the surface roughness of PETG and PETG/carbon Fil filaments printed by FDM technique. This study can help in selecting the appropriate materials for different 3D printing applications that require high surface quality. This research aims to improve the mechanical properties of PETG by adding carbon fibers to it. It is expected that this research will lead to the development of polymer materials based on PETG with improved mechanical properties, which can be used in various applications, including the automotive industry, aviation, and 3D printing.

2. Methodology

2.1. Materials

In this study the PETG and PETG\CF
materials commercially available industrially common 3D printing material was used: Polyethylene Terephthalate Glycol - Carbon Fiber (PETG - CF). This filament of 1.75 mm in diameter. Carbon fibers are added to materials in different ratios and are commonly available in 3D printers and other products. In this study, PETG material was chosen with 15% carbon fiber added to it.

2.2. Experimental procedures

2.2.1 Specimen preparation

Samples were printed using the ENDER 3D printer. Figure 1 shows the 3D printer used in this study.

Fig:1, 3D printer (FDM)

And the printer settings are given in the following table 1:

Table 1: shows the printer settings Parameter.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>1- Infill</td>
<td>100%</td>
</tr>
<tr>
<td>2- Printing temperature</td>
<td>240°C</td>
</tr>
<tr>
<td>3- Build plate temperature</td>
<td>80°C</td>
</tr>
<tr>
<td>4- Print speed</td>
<td>55 mm/s</td>
</tr>
<tr>
<td>5- Fan speed</td>
<td>100 mm/s</td>
</tr>
<tr>
<td>6- Layer height (mm)</td>
<td>0.2 mm</td>
</tr>
</tbody>
</table>

The samples were designed using SolidWorks software 2023 and converted into stereolithography (STL) format. The printer's operating program (G-Codes) was then produced to control the printer's operation and execute the models. Six samples were prepared, three of which were made of PETG material and the other three were made of PETG material with 15% Carbon-Fiber added to them. The surface roughness of each sample was measured and the average value was taken for the sake of accuracy. The surface roughness is measured using a roughness tester. The following figure shows the PCE-RT 2000 Roughness Tester.
RESULTS:
The surface roughness test results for PETG and PETG-CF materials are:
PETG are: (6.853, 6.339, 7.236) μm, Ra = 6.886μm and PETG+15% carbon-Fiber are:
(5.144, 4.765, 4.010) μm, Ra = 4.639μm. The improvement percentage in surface roughness is: 32.7%.
The appearance of the 3D printed surface roughness test PETG and PETG-CF specimens are shown in Fig3(a,b):

Fig. 3 (a) the surface of PETG sample, and (b) the surface of PETG-CF sample

Discussions
By adding 15% carbon-Fiber to PETG material, surface roughness was reduced by 32.7% during the 3D printing process. This was due to carbon-Fiber's ability to reinforce the strength and flexibility of the material, as well as fill gaps between PETG material threads by increasing flow and adhesion. This corresponds to references [6,7]. This resulted in improved surface smoothness and regularity. Carbon-Fiber has different functional groups than PETG material, which contributed to the formation of new bonds and breaking old bonds between polymer chains. These properties also contributed to the flow and adhesion of the material to the surface, thus leveling the surface or filling gaps between threads. This is consistent with what (Eunseob Kim et al) [8] found that Carbon-Fiber is more viscous than PETG at temperatures close to 3D printing temperature. This makes Carbon-Fiber flow better from the nozzle and form better on the surface, leading to improved surface smoothness. However, material viscosity may also be affected by other factors such as particle shape and composition in the material due to their manufacturing method and their physical and chemical properties. This corresponds to references [6].

Conclusion
1- Addition of carbon Fil into PETG material made it stronger and more rigid, thus making it less prone to deformation or breakage during 3D printing. This may lead to improved surface smoothness and regularity.
2- The surface properties of PETG material improved by 32.7% when 15% carbon-Fiber was added to PETG.
3- One of the most important factors that contributed to improving surface roughness is
that carbon-Fiber has higher viscosity than PETG.

4- The small particle size of carbon-Fiber filled the gaps and voids in PETG material.

5- Good mixing between the two materials contributed to forming a smoother and more regular surface.

6- The printer’s Settings calibration was very compatible with the printed material, which effectively contributed to obtaining good results.

7- Increased surface leveling and filling gaps between threads due to increased flow and adhesion of the material by carbon-Fiber.

8- The chemical interaction between carbon-Fiber and PETG contributed to increased flow and adhesion. This interaction played a role in obtaining good surface properties.
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Abstract: A communication system refers to the process of exchanging information between two or more parties. Wired communication systems use physical cables or wires to transmit signals, while wireless communication systems transmit signals through the air without the use of physical cables. Both wired and wireless communication systems have their advantages and disadvantages, and the choice of system depends on the specific requirements of the application. In this research, a full compression between wired and wireless signals are discussed.
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Introduction

A communication system conveys information from its source to a destination some distance away. There are so many different applications of communication systems that we cannot attempt to cover type. Nor can we discuss in detail all the individual parts that make up a specific system.

The Transmitter. The transmitter converts the electrical signal into a form that is suitable for transmission through the physical channel or transmission medium.

The Channel. The communications channel is the physical medium that is used to send the signal from the transmitter to the receiver. In wireless transmission, the channel is usually the atmosphere (free space).

The Receiver. The function of the receiver is to recover the message signal contained in the received signal.

Optical communication system
optic communication is such as any communication system with one different where, this kind uses light pulses to transfer information from one point to another through communication channel.

Figure 1: Functional block diagram of a communication system
In this kind of communication system, the transmission could be by two different ways, either using optical Fiber by means of wired communication medium as shown in figure.2 or letting the signal propagating in atmosphere direct to destination by means of wireless communication medium as figure.3.

**Figure2:** Optical Fiber communication system

The signal is transferred from an electrical signal into an optical form by using one kind of light either in both wire or wireless. As the signal transferred into optic and transmitted through one types of communication medium then the light detector plays great role, where the light detector is the device that converts the light into electrical signal or regenerate the optical signal back to its original signal (message signal).

**COMMUNICATION MEDIUM**

The communication medium could be one of two ways whether wired which presented by optical fiber or wireless which represented in atmosphere.

**Optical Wireless Communication**

Wireless technologies are one of the great success stories in the history of technology, realizing the dream of humans to communicate from anywhere at any time. While voice communication was the primary service some ten years ago, wireless data and mobile Internet have become pervasive much more rapidly than anyone could have imagined and augmented voice communication experience with much richer multimedia content. Today, the term “wireless” is widely used as a synonym of radio frequency (RF) technologies as a result of the worldwide domination of RF devices and systems in the market. The RF band lies between 30 kilo Hertz (kHz) and 300 Giga Hertz (GHz) of the electromagnetic spectrum and its use is strictly regulated by the local and international authorities. In most cases, sub-bands are exclusively licensed to operators, e.g., cellular phone operators, television broadcasters, point-to-point microwave links etc. With the ever-growing demand for data heavy wireless applications and services, the demand for the RF spectrum is outstripping the supply, thus leading to the spectrum congestion. In the light of the spectrum bottleneck at both the network access and backhaul levels, the time has come to seriously consider the upper parts of the electromagnetic spectrum for wireless communications. By doing so, we move into the optical band which includes infrared (IR), visible (VL) and ultraviolet (UV) sub-bands, see Fig. 4.

**Figure 4:** Electromagnetic Spectrum

**Transmitter and receiver circuits**

To study the wireless and wires signals, a transmitter and receiver circuits are applied. The transmitter circuit consists of four stages as shown on figure 5.
Figure 5: transmitter stages
The first stage in transmitter is low pass filter to pass frequencies below 80KHz. Second stage (signal supply voltage) is alternative way to compensate the reverse bias for the op-Amp. Third stage is active band bass filter to pass frequencies between nearly 10Hz and 16 KHz and amplify signal in this range. Where the R5 and R6 controlling the gain of op-amp and these resistors with C4 and C5 are controlled the frequencies cut off. Fourth stage is the last stage which are used to amplify the current which feeds LED, the current should deliver to LED.

The receiver circuit consists of two stages as in figure 5.

Figure 6: receiver stages.

The received signal is weak so, it needs to be amplified. The first stage would amplify the signal ten times where, R7 and R6 to control the gain of op-amp so, R7 should be ten times of R6. Second stage is band pass filter is used to pass frequencies in range 1.5 Hz to 16KHz.

Where R9 and R10 controlling the gain of op-amp and these resistors with C7and C12 are controlled the frequencies cut off.

RESULTS
A sine wave with 1 KHz frequency and 50mVpp is supposed as an input to check the implemented practical transmitter and receiver in lab and we get these results:

At transmitter:
The output at stage 1 (low pass filter):
![Figure 7: Reading at stage 1](image)
Amplitude in figure 7 = 60 mV
The output at stage 3 (amplifier):
![Figure 8: Reading at stage 3](image)
Amplitude in figure 8 = 580 mV
The output at stage 4(LED):
At receiver:
The output before stage 1 (amplifier):

Amplitude in figure 9 = 1.04V

The output at stage 1:

Amplitude in figure 11 = 576mV

The output at stage 2 (active band pass filter):

Amplitude in figure 12 = 576mV

Using the whole circuit (transmitter and receiver) in wired (optical fiber) case at different lengths using the same check signal above we get the results below:

After distance 0.5 m:

Figure 13: Output receiver after 0.5 m from
transmitter by optical Fiber

Amplitude in figure 13 = 4.48V
After distance 1 m:

Figure 14: Output receiver after 1 m from transmitter by optical fiber

Amplitude in figure 14 = 2.56V
After distance 3 m:

Figure 15: Output receiver after 3 m from transmitter by optical fiber

Amplitude in figure 15 = 252 mV
After distance 0.1m:

Figure 16: Output receiver after 0.1 m from transmitter by wireless

Amplitude in figure 16 = 820 mV
Then using wireless channel (free space) and changing LED and photodiode types at different lengths and we get these results below:

After distance 0.1m:

Figure 17: Output receiver after 0.1 m from transmitter by wireless

Amplitude in figure 17 = 820 mV
After distance 0.5m:

Figure 18: output receiver after 0.5 m from transmitter by wireless

Amplitude in figure 18 = 200 mV
After distance 1m:
Figure 19: Output receiver after 1 m from transmitter by wireless

*Amplitude in figure 19 = 112 mV*

Also, we sent voice signal on both medium and get these results:

Figure 20: Input voice signal

Figure 21: Output voice signal at 1m by optical Fiber

Figure 22: Output voice signal after 1m wireless

**Conclusion**

The transmitter and receiver electronic circuits have been built successfully and the main purpose of this project has satisfied effectively. Through also thru test and observes the circuits, they give robust results.

Signal degradation in optical Fiber depends on various parameters such as Fiber type, length of Fiber and wavelength. by using optical Fiber more efficient than wireless channel because it’s noise less channel.

Many useful notes and deductions are concluded from this work, and could be summarized as follows:

1) The distance of optical fiber has a great effect on degrading the signal as noted from results.

2) From results, there is notable different in received signal when changing communication medium.

3) We have a prospect for practical use if the transmission distance is within about 3 meters for wired and 1.5 meters for wireless.

4) From the wired results we noted a bit of attenuation, and we discovered that is the results of the side cutter that we used. The side cutter that we used meant to be a copper cable which is use not suitable for optical cables.

In final, this kind of simple circuits could be used in ( Indoor application ) due to its efficiency and low cost.
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Abstract: This study presented Microgrid (MG) model considering Photovoltaic (PV), Battery (BT), and Wind Turbine (WT) connected through DC/AC inverter and controlled by Energy Management Strategy (EMS). Where the aforementioned components are playing a crucial role in the management and sizing of MG energy distribution. Whereas previous studies have introduced nature-inspired metaheuristic algorithms along with supervisory control algorithms. The sizing algorithm namely Particle Swarm Optimization (PSO) is utilized while the supervisory control is considering a Rule-Based Energy Management Strategy (RB-EMS). In the simulation result, the RES could run the system and overcome the challenges in the proposed system when the PV Produces (5kW) and WT is also estimated to produce 5kW. Furthermore, our results give insight into the effects of different strategies and microgrid configurations.

Keywords: (MG, PV, WT, RB-EMS)

Introduction

Hybrid renewable energy sources are promising systems to address energy barriers that consist of primary sources and batteries and diesel generators [1]. However, hybrid systems face several barriers such as environmental, social, technical, economic, policy, intermittency, and fluctuation. Integrating a proper hybrid system could complement each other and overcome the aforementioned issues when one of the sources experiencing fluctuation or intermittency [2]. Libyan climate is one of the most blessing among African countries [3]. The literature covers numerous Integrating forms of the RESs, the main two integration forms are stand-alone and grid-connected [4]. The former is totally isolated from the grid and suitable for rural and isolated locations. While the latter is the most preferable system due to its flexibility and can be exploited in urban areas [5]. RESs sizing and optimization have been investigated in various studies considering multiple nature sources [6]. The performance of RES, the MG drivers are categorized in terms of deployment and development into three groups, which are energy security, economic benefits, and clean
energy integration [7]. The growth was incremental in the examination of PV and WT to get demand satisfaction, meet sustainable goals and environmentally friendly life free of Greenhouse Gas (GHG) [8].

Microgrid energy distribution sizing and management involves the design and control of a localized electrical network that integrates various energy sources and enables efficient distribution within a specific geographical area [9]. Moreover, the EMS coupled with the sizing techniques to meet the main objectives of gaining a cost-effective system and renewable [10]. Integrate battery storage to address the intermittent nature of renewable energy sources and provide a stable power supply [11]. Size the battery capacity based on the estimated energy deficit during periods of low generation or high demand. Consider factors like depth of discharge, round-trip efficiency, and battery lifespan [12]. Hybrid systems have been evaluated by many scholars because of their flexibility in integrating many sources such as PV, WT, BT, and other generation sources [13]. Furthermore, several merits are provided for integrating MG systems such as enhancing energy efficiency, increased reliability, cost saving, energy resilience, and environmental benefits [14].

The knowledge contribution of this article is addressing the intermittency of the solar and wind turbine by integrating energy storage batteries along with analysis of the climatology collected data for easy understanding from the consumers. Moreover, the main of the RESs to meet the load which mean being renewable system. While the rest structure of the article is organized as follows: the implementing methodology to size and monitor the power flow are discussed in Section 2. The acquired result has been plotted and discussed in Section 3. Eventually, the article is closed with the conclusion and list of literature-cited sources.

**Methodology**

Based on the load assessment and renewable energy potential, the sizing of the system components will be considered. Microgrids are small-scale, localized power systems that can operate independently or in conjunction with the main power grid. In such systems, energy distribution sizing involves evaluating factors such as load demand, available generation capacity, storage capacity, and the characteristics of the distributed energy sources. The presented components in Figure 1 are the interconnected components of the proposed system that is hybridized and controlled by EMS to manage the flow of power in the system [5]. Furthermore, the system has been connected through DC/AC due to its flexibility, simplicity, and balance of the energy
flow to connect PV, WT, BT, and the grid, despite the DC bus bar system that connects DC appliances only. Besides, alternatively integrating more converters that may increase the cost and make the complexity of the circuit.

Based on International Energy Agency (IEA), the generation cost of electricity from the RESs (PV and WT) is decreasing throughout the years from 2010-2021 as demonstrated in Figure 2.

According to the collected climatology data for the considered site of the study that recorded by the PVWatt web page [15], while the hourly recorded data of solar irradiance and wind speed data have presented in Figure 3 and Figure 4, respectively.

The aforementioned data has been implemented with the help of mathematical equations that presented in the literature [9].
To size the system components, nature-inspired metaheuristic algorithms as part of Artificial Intelligent (AI) tools are exploited [16]. The PSO is originally introduced in 1995 by Kennedy and Eberhart to address various problems in several fields [17]. The EMS is based on IF-THEN statements and considered due to its simplicity as human knowledge based rules and does not have a complex mathematical equations [18]. Additionally, classified into three main groups, Rule-Based, Optimization-Based, and Learning-Based [19], [20]. The EMS proposed rules can be as listed:

1. RESs power home appliance (the priority to run with RESs).
2. Battery to run home appliance.
3. Grid supply the home appliances.

**Fig. 5** Particle Swarm Optimization flowchart [17].

**Results and Discussion**

Based on the proposed modal system in Figure 1, the acquired result for the iteration number that refers to the annual cost that equals to USD 0.03/kWh during 1000 times of iteration. The comparison result of the output generated power from the sources is demonstrated in Figure 7. The operation shows the charge,
discharge, PV output, WT output, and the main load. The integrated sources produced power during the year based on the main factor which is the climate changes. When the sources are not sufficient to meet the demand, the battery as backup system will run the system appliances.

![Fig. 6 convergence](image)

**Fig. 6** convergence

![Fig. 7 Comparison result of the generated output power](image)

**Fig. 7** Comparison result of the generated output power.

**Conclusion**

In conclusion, microgrid distributed systems are preferable generation systems because they hold great potential for promoting sustainable energy optimizing resource utilization and achieving reliable and cost-effective energy supply systems. Nature-inspired methods coupled with EMS to meet the objectives with smoothly flow the power in the proposed system based on if-them statements. Based on the collected data and obtained result, the study area is rich with sources to generate electricity using nature sources instead of conventional sources. For future studies direction by considering smart systems acquire decarbonization systems to improve the power and environmental systems which integrated more RESs.
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Abstract: The exponential growth in population requires a parallel increase in the total electrical energy to feed all loads with electrical energy. Diversity, independency of resources and global warming call for installing renewable and nuclear energy plants. Where there are many renewable energy sources that can be used in Libya, including nuclear energy; Yet nuclear power with its many attractive features is not used at all. This study presents the energy resources available in Libya and reviews the main challenges and opportunities in the field of nuclear energy. At the end of this paper some conclusions are mentioned.
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Introduction

Nowadays, The population of Libya 8,732,299 million people in 2023, has been as a small country in the world than have population. [Head of the Civil Registry Authority in Libya] Despite the remarkable growth in energy consumption in the last five years due to the large population base, the rate of domestic energy generation still lags behind that of other neighboring countries. Thus, Libya depends mainly on non-renewable energy sources (fuel energy). Because energy is one of the most important strategic requirements for developing countries. Libya’s primary energy resources include hard coal, oil and natural gas.

Libya is also witnessing a rapid growth in the demand for electricity and potable water at a low cost, and according to the recent studies. the demand for electricity in Libya will exceed 10,000 MW by the year 2030, unless alternative energy is produced and systems are applied to conserve energy sources.

In order to build or establish a program that provides a huge amount of increasing demand and the development of technical knowledge, skills and experience, Libya needs a balanced and feasible mixture between renewable energies, nuclear energy and fossil fuels so that it is effective, practical, economically serious and sustainable in order to produce
energy, which in turn will allow the preservation of energy resources Libya of oil and gas for the future of future generations.

**The future of nuclear energy in the world**

Nuclear energy supplies the countries of the world with more than 16% of the electrical energy; it supplies 35% of the needs of the European Union. Japan obtains 30% of its electricity needs from nuclear energy, while Belgium, Bulgaria, Hungary, Slovakia, South Korea, Sweden, Switzerland, Slovenia and Ukraine depend on nuclear energy to supply a third of its energy needs. Because the amount of nuclear fuel required to generate a large amount of electrical energy is much less than the amount of coal or oil needed to generate the same amount[1]. One ton of uranium generates energy Electricity greater than millions of barrels of oil or millions of tons of coal. Solar energy cost is much greater than the costs of nuclear power. It does not release harmful gases into the air, such as carbon dioxide, nitrogen oxide or sulfur dioxide, which cause global warming, acid rain and smog. The source of nuclear fuel (uranium) is readily available and easy to obtain and transport, while the sources of coal and oil are limited [2]. Nuclear power generation plants occupy small areas of land compared to power plants that depend on solar energy or wind energy. However, the use of nuclear energy causes the production of harmful radiation and reduces the degree of its radioactivity. After that, it can be recycled and reprocessed to recover the uranium and plutonium that have not yet fissioned, and use them again. For thousands of years, there is no safe system for the disposal of this waste, but nuclear research centers around the world are working on finding modern technology to solve this issue.

**Nuclear energy and its future in Libya**

The State of Libya does not need nuclear energy for the current generation because it does not have a problem in providing energy due to the presence of oil and gas, but how will future generations manage? Oil is an important thing for human life, not only for engines or power generation, but even in the clothing industries, for example, which oil is threatened with depletion. As for solar energy, it is clean and excellent, but what do we do when evening comes and the sun sets? So we have to develop it in order to store it, but also that is not easy, so it is difficult to be a major source of energy. It is also financially expensive, and it is true that solar energy is widely available in Libya. But if we want to establish a solar power station, the price will be very expensive, reaching five or ten times the construction of a nuclear power station. The problem is that climate change is one of the challenges of energy use, which will require
us to use oil reasonably, a country that has abundant financial resources, which makes it have the ability to build nuclear plants for the benefit of future generations, as it will use oil to export and obtain revenues and use nuclear energy to generate electricity, which is strategic good. And if we calculate this, then one gram of uranium produces as much energy as it produces about 1800 liter of oil and three tons of coal [3].

**Nuclear energy and how to succeed in Libya**

Libya is one of the countries that showed good interest in this type of energy, and actively sought to establish a nuclear plant at the end of the eighties and the beginning of the nineties of the last century, and an agreement was reached with a Russian company in this regard to establish a nuclear plant with a capacity of MW 1000 south of the city of Sirt. However, the political circumstances and the country’s foreign relations prevented the implementation of the project. Nuclear reactor projects are scientific and technical projects that will not be successful without the following considerations:[4].

1- Spreading scientific awareness among intellectuals and the general public of the importance of using and exploiting nuclear energy in generating electricity, and introducing them to the positive returns from that.

2- Supporting scientists and intellectuals towards directing the government and the state to the scientific policy that results in supporting and establishing scientific projects.

3- Benefiting from the experience of modern countries that use nuclear reactors to generate electric power.[5]

4- Negotiating well with private companies to build nuclear reactors and obtaining adequate international guarantees.

**Comparison between nuclear energy and other energies**

Nuclear energy is the best means today to provide the world with electric energy, and it is efficient compared to all other energy sources, and its production cost is the lowest compared to other energies. As the importance of relying on nuclear energy has increased in light of the relative consideration of its costs, and its facilities can be established next to the consumption sites easily without the need for complex transportation and supply arrangements. In addition, nuclear energy is not linked to specific climatic conditions, as is the case with solar energy, wind energy, and water energy. Nuclear energy is clean energy that does not contribute to global warming. In this regard, the former inspector of the International Atomic Energy Agency (IAEA), Hans Becks, stated, That "the danger of global warming is greater than the threat of weapons
of mass destruction to the environment," and he also stressed the need to reduce gas emissions and rely on peaceful nuclear energy to obtain electric power without polluting the atmosphere with gases [6][7].

**Advantages of using nuclear energy**

1 - Diversity and Security First and foremost, installing nuclear power plants on a system improves the security and diversity of that system. In the event of unexpected accidents or disasters, a system fed from several types of resources can be more stable and secure. Moreover, diversity provides more alternatives to unit commitment and spinning tanks, resulting in better economic operation of the power system for both producing companies and consumers[8].

2 – Table[1] of shows carbon dioxide emission rates from coal, oil, gas, solar energy, wind energy and nuclear energy. Renewable resources and nuclear energy represent a friendly alternative solution to global warming. In fact, a very attractive feature of nuclear power plants is that about 10-30 grams of carbon dioxide is emitted per kilowatt-hour of energy through the entire energy chain. This is the same rate of emission as in wind power and much lower than coal, oil and natural gas [9], [10]. Accordingly, a large part of the global energy consumption is increased from renewable and nuclear resources, as it will be the least contribution to global warming.

**Table 1: CO2 EMISSION RATES**

<table>
<thead>
<tr>
<th>Energy Resource</th>
<th>CO2 Emission (gram/kWh)</th>
<th>Normalized Rate to nuclear (min-max)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coal</td>
<td>900-1200</td>
<td>30-120</td>
</tr>
<tr>
<td>Oil</td>
<td>700-900</td>
<td>23-90</td>
</tr>
<tr>
<td>Gas</td>
<td>350-900</td>
<td>12-90</td>
</tr>
<tr>
<td>Solar</td>
<td>100-200</td>
<td>3-20</td>
</tr>
<tr>
<td>Wind</td>
<td>10-75</td>
<td>1-7</td>
</tr>
<tr>
<td>Nuclear</td>
<td>10-30</td>
<td>1</td>
</tr>
</tbody>
</table>

3- The Cost : The cost of nuclear energy is cheaper than other alternatives. This has been confirmed by independent studies by the Ontario Energy Authority (OPA) and the Organization for Economic Co-operation and Development[19]. Recent global trends toward higher fossil fuel prices combined with lower interest rates, lower inflation, and the increasing importance of carbon emissions as a direct cost of power generation have improved the relative economics of nuclear power [11].

although gas, coal and nuclear are the lowest cost options according to global surveys, the discount rate plays a significant role in determining overall cost effectiveness. With the large initial capital costs of developing nuclear generation and the relatively low cost of fuel on a per kilowatt-hour basis, the discount rate
plays an important role in determining the relative costs across these options. At a discount rate of 5%, the stable cost of nuclear power is $29/MWh compared to $47 for natural gas. But at a 10% discount rate, nuclear generation costs $43/MWh compared to $51 for natural gas.[12].

4- Other advantage of using nuclear energy which involve it’s strong performance record over decades of experience and continuous improvements in its reliability, safety and lower operating costs. Moreover, stability of supply and KWh price is ensured and this can help in hydrogen economy. In addition to the fact that nuclear plants have minimal environmental impacts, since waste volumes are small and manageable, spent fuel storage is no longer a technical issue but rather a political decision [13].

Need to take into consideration In the cost of using nuclear

There are three main issues need to be taken into account during the use of nuclear energy

1. Nuclear safety and security Like the Chernobyl plant accident in 1986, the ever-desired end to nuclear plants. Indeed, when such a catastrophe strikes, many lives can be lost and thousands suffer health disorders, as well as serious environmental impacts that can add to long-term concerns. In the case of Chernobyl, it was clear that poor management and outdated reactor design were the main culprits. After the accident of 1986 in particular, international agreements and the nuclear safety system were reviewed and some of them were concluded to enhance the safety of nuclear activities [14]. Nuclear security at the same time is another major concern. That is, nuclear facilities must be protected and nuclear materials and radioactive sources must be well monitored.

2. Nuclear materials as a source of radiation

All types of nuclear materials involved in the nuclear energy chain may emit beta, gamma, and/or protons, neutrons, alpha particles, and fission fragments. These radiations can pose risks to workers and the environment [15]. Hence, ensuring that nuclear material is well managed and controlled at all stages from production to storage under an authorized regulatory regime is essentially a national task. In addition, international systems may be parallel to national systems to improve global nuclear safety. Considering the disposal of spent fuel, about 10,000 tons of spent fuel annually is a small amount compared to the 28 billion tons of waste carbon dioxide from fossil fuels that are released directly into the atmosphere. However, being a highly hazardous material, radioactive waste is a matter of concern to the public despite experts stressing the safety of geological disposal.
3. Natural disasters: Natural disasters may threaten nuclear plants if they are not well designed to withstand expected natural disasters. For example, the Cooper Nuclear Power Plant experienced flood waters on the Missouri River near Brownville in July 1993 and the operator was forced to shut down the reactor [16]. In addition, hurricanes and tornadoes are another threat to nuclear plants; The Davis Base Nuclear Power Plant near Toledo, Ohio, was hit by a hurricane and winds caused an off-site power loss that automatically shut down the reactor [17]. Moreover, the recent disaster in Japan (the Fukushima nuclear accident in 2011) has resulted in a relapse in the republic’s public opinion towards nuclear power.

The economic aspect of using nuclear energy
1-The nuclear reactor construction project has been considered one of the long-term projects from the economic, strategic and national perspectives.

2- Availability of means of protection and safety more than before as a result of avoiding defects and shortcomings in old nuclear reactors, the most famous of which is the Chernobyl reactor accident in the former Soviet Union and the nuclear reactor disaster in Fukushima, Japan, following the earthquake.

3- Increased global demand for electric power.

4- The rapid increase in the cost of electric power generation generated by fossil fuels, which makes nuclear power generation an attractive economic option.[18]

Nuclear energy and it's development in Libya and the Arab world
Nuclear energy has countless peaceful uses, and all of them achieve great economic benefits for the countries that use them, and Libya and the Arab countries can achieve great economic gains if this energy is used on a large scale and in studied ways, and given the presence of vast areas of desert lands in Libya and the Arab world, storming the desert for the purpose of development is one of the basic purposes that must be taken into account in any direction of economic and social development in Libya and the Arab world, and in this regard nuclear energy can play a very important role in the development of desert areas by addressing the problems of the desert environment, especially energy, agriculture and water[19]. Nuclear energy is used in desert development by providing energy and clean water for the benefit of human, agricultural and industrial development in these arid regions.

Conclusion
Libya is a very large country with a land area of 1,800,000 Km² and a small population of 8,732,299 million in 2023. By 2030 the population of Libya will increase to 10 million,
this growing population definitely needs an increase in energy supply and it must be in parallel with the same rate of increasing electricity generation in general and installing new types of power stations is required and welcome in any energy supply system. Given the lack of nuclear energy resources in Libya, the installation of nuclear power plant(s) is important for diversity and national independence as well. Having much lower carbon dioxide emission rates than coal and gas plants adds another attractive environmental advantage. Moreover, the stability of energy prices and stability in generation invite investors to invest in nuclear energy. On the other hand, this energy resource involves challenges and issues that must be taken into account. Among these challenges, the establishment of a national regulatory system based on the results of the long experience gained by other countries in the use of nuclear energy and international or regional cooperation is also required to ensure security and safety. In addition, it must be disposed of radioactive waste very safely. Finally, natural disasters also pose a critical challenge, if the National Nuclear Authority decides to build a nuclear plant(s), the site must be chosen carefully and the construction constructed in such a way as to take into account all natural disasters.
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Abstract: The natural reservoir pressure is often sufficient to lift the fluids to the surface. However, when excessive water and gas production occurs, the reservoir pressure may no longer be sufficient. In such cases, an artificial lift method is required to lift the fluids to the surface. The objective of this study is to improve the efficiency of the ESP system and to identify the critical parameters that affect the system’s performance of oil well E.05 using Prosper software. Results were obtained and analyzed to determine the optimal design for the well. In this paper, we discussed the ESP model and its impact on productivity. The ESP model is designed to optimize parameters such as reservoir pressure, pump sitting depth, operation frequency, and number of stages. Specifically, the model recommends a reservoir pressure of 3100 psi, a pump sitting depth of 5000 ft, an operation frequency of 60 HZ, and number of stages of 225 stages. By implementing these parameters, the ESP model has been shown to significantly improve productivity. This model boasts best pump and motor efficiency, making it a reliable choice for optimizing production. The oil flow rate for the well has increased from 916 STB / D to 1008 STB / D, indicating a successful current design for the well. Further research is needed to better understand the factors that affect ESP performance, such as wellbore conditions, fluid properties, and pump design.
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Introduction

The petroleum engineer can select the most suitable artificial lift method based on technical, economic, and other parameters [1, 2].

We require an artificial lift method the natural pressure of the reservoir is not sufficient to lift the fluids to the surface because of excessive water and gas production. But every method has specific requirements [3, 4]

If the Electrical Submersible Pump (ESP) does not operate at recommended parameters, the ESP efficiency will decrease and it may get failure [5].

This work aims to optimize the ESP design for the oil well E.05 and study the impact of various parameters on the well's performance using Prosper software, which is a crucial step in ensuring efficient oil production. By utilizing PROSPER software, we can analyze and optimize the design parameters of the ESP
system, including reservoir pressure, pump setting depth, operation frequency, number of stages, water cut, wellhead pressure, and gas oil ratio. This optimization process can greatly improve the performance of the well, resulting in an increased production rate and reduced operating costs. It is essential to study the impacts of various parameters on well performance.

ESP delivers high efficiency and reliability but with high maintenance and workover costs. The design model’s results will have a significant impact on both the oil production and future performance of oil wells [6].

In the field of oil and gas production, the setting depth of electrical submersible pumps (ESPs) near the producing zone is a critical factor in optimizing flow efficiency and well completion. By setting the ESP close to the producing zone, we can improve the efficiency of fluid production and reduce the risk of damage to the wellbore, the less distance the fluid has to travel, reducing the pressure drop and increasing the flow rate. [7].

ESP provides operating flexibility for changing conditions, allowing for adjustments to be made as needed. This is particularly important in high water cut oil wells, where the water to oil ratio can vary greatly [8].

The productivity of a well is influenced by various parameters. These parameters include factors such as reservoir pressure, water cut, tubing size, and wellhead pressure. Each of these parameters plays a crucial role in determining the productivity of a well. It is essential to carefully consider and optimize to ensure maximum productivity of the well. Electrical submersible pumps (ESP) will also be impacted by the number of stages and operation frequency, these parameters can have a significant impact on the production of a well. [9].

The ESP design for oil well E.05 has been optimized and a sensitivity analysis has been conducted. Results indicate that the optimized design will lead to improved efficiency and performance. Further details on the specific changes made and the results of the sensitivity analysis are available.

In this paper, we present an optimization and sensitivity analysis of ESP design for the Oil Well (E-05) using Prosper software. The purpose of this study is to improve the efficiency of the ESP system and to identify the critical parameters that affect the system’s performance. To achieve this, we use the Prosper software to simulate the ESP system and evaluate its performance under different operating conditions. We also perform a sensitivity analysis to identify the critical parameters that affect the system performance. Our results show the optimal ESP configuration for the E-05 well.

Methodology

In this paper, several steps were run to achieve the main objectives of this research. These steps start with gaining the technical and practical knowledge about aspects of production engineering, then proceed through software training for PROSPER software, and finally processing data to be suitable for the project objectives and summarized as follows:

1. Collecting the required data for the study such as PVT, well schematic, production, and pressure tests. For example, GOR, Oil & Gas Gravity, Water Salinity, Bottom hole temperature and pressure, Oil Volume Factor, Oil Viscosity, and Bubble Point Pressure.
2. Study the performance of a well’s productivity using production and pressure history. As Total fluid, Water cut, Total Gas, wellhead pressure, Casing Pressure, Flowing Line Pressure, and Choke.

3. Matching the data of the well with correlations in PROSPER starts with PVT through the IPR curve and VLP matching process.

4. Building the well model in PROSPER after completing the matching with less error percentage.

5. Prediction of future production performance as optimization of reservoir parameters and its effect on well productivity using the ESP method as one of the artificial lift methods.

6. Optimization of ESP parameters such as pump setting depth, frequency of pump, wellhead pressure, and pump stages.

7. Selecting the best pump type and optimum ESP parameters to improve well productivity.

Reservoir (A), is limestone with a rather high porosity and low permeability, the oil system is medium to light and is highly under-saturated. The Reservoir (A) Data can be summarized in the following tables.

**Table 1:** Shows Reservoir (A) Data.

<table>
<thead>
<tr>
<th>Reservoir (A)</th>
<th>units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Formation Depth, (D)</td>
<td>6764  Ft</td>
</tr>
<tr>
<td>Avg. Net Pay, (h)</td>
<td>100   Ft</td>
</tr>
<tr>
<td>Initial Pressure, (P_i)</td>
<td>3002  Psia</td>
</tr>
<tr>
<td>Current Pressure, (P)</td>
<td>2576  Psia</td>
</tr>
<tr>
<td>Reservoir Temperature, (T_res)</td>
<td>196   °F</td>
</tr>
</tbody>
</table>

**Table 2:** Shows Rock Properties Data.

<table>
<thead>
<tr>
<th>Rock Properties</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. Porosity, (φ_{avg.})</td>
<td>25 %</td>
</tr>
<tr>
<td>Initial Water Saturation, (S_{wi})</td>
<td>27 %</td>
</tr>
<tr>
<td>Avg. Permeability, (k_{avg.})</td>
<td>13 Md</td>
</tr>
</tbody>
</table>

**Table 3:** Shows Fluid Properties Data.

<table>
<thead>
<tr>
<th>Fluid Properties</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Saturation Pressure, (P_{sat.})</td>
<td>435 Psia</td>
</tr>
<tr>
<td>Gas Oil Ratio, (GOR)</td>
<td>185 SCF/STB</td>
</tr>
<tr>
<td>FVF @ Initial Pressure, (B_{oi})</td>
<td>1.169 RB/STB</td>
</tr>
<tr>
<td>Oil Viscosity, (μ_0)</td>
<td>1.74 Cp</td>
</tr>
<tr>
<td>Oil Gravity, (API)</td>
<td>33 API’</td>
</tr>
</tbody>
</table>

**Table 4:** Shows Fluid Reserves Data.

<table>
<thead>
<tr>
<th>Reserves</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original Oil in Place, (N)</td>
<td>172 MMSTB</td>
</tr>
<tr>
<td>Initial Oil Reserves, (N_p)</td>
<td>64 MMSTB</td>
</tr>
<tr>
<td>Original Gas in Place, (G)</td>
<td>29 BSCF</td>
</tr>
<tr>
<td>Initial Gas Reserves, (G_p)</td>
<td>12 BSCF</td>
</tr>
</tbody>
</table>

The Reservoir (A) started production in early 1976 with six producer wells. In 1979, after severe pressure decline was observed, the two peripheral injectors were put into operation.

From 1976 until the end of 1991, (10.87 MMSTB) of the reserves, have been produced which equals (16.93%) of the initial oil reserves with, a recovery (6.32%) of the original oil in place which, representing a low pool recovery.

In the early 1990s, production development projects were initiated in a reservoir consisting of nine vertical producer wells, six horizontal producer wells, and ten injectors. This marked a significant step forward in the field of reservoir engineering, as the use of both vertical and horizontal wells allowed for more efficient extraction of oil and gas. The injectors, meanwhile, were used to maintain reservoir
pressure and increase production rates.

1. PROSPER Software

PROSPER is the industry standard single well-performance design and optimization software. It can model most types of well completion and artificial lifting methods. PROSPER is used by major operators worldwide. The software allows the building of well models with the ability to address all variables such as well configuration, fluid characteristics (PVT), multiphase VLP correlations, and various IPR models. Tuning of the models is possible by matching real field production data. The benefit of matching is the ability to model different scenarios with increased accuracy [10], Figure (1).

**Fig. 1:** Shows PROSPER front display
Calculation of VLP using multiphase flow correlations with the evaluation of VLP variables is the major application of the PROSPER software. Sensitivity analysis on future changes of parameters that affect VLP and IPR is easily assessed.

A full range of well types can be modeled in PROSPER including gas, oil, water, condensate, and steam. Different configurations such as angled, multi-layer, and multi-laterals can also be modeled. A full range of IPR models can be used in Prosper including PI entry, Vogel, Composite, Fetkovich, Jones, horizontal well model, and several others. Various completion configurations such as gravel pack, open, cased, and perforated hole are also available [11-13].

2. Building a base model

The first step when modeling a new well in PROSPER is to fill out a system summary as shown in Figure (2). The Black Oil model, with the oil and water option describing the fluid. It is also here the choice of artificial lift method is made, we can input the necessary data and create a design.

**Fig. 2:** Shows a black oil model data

RESULTS and DISCUSSION
1. Well Modeling

The well has been successfully modeled after all input data was completed. The results of the PVT data were found to match the laboratory results when compared using empirical correlations which are shown in Figure (3), Figure (4), and Figure (5).

1.1 PVT Modeling

Fig. 3: Shows Gas Oil Ratio vs pressure

Fig. 4: Shows Oil Formation Volume Factor vs Pressure

Fig. 5: Shows Oil Viscosity vs. Pressure
1.2 IPR and VLP Modeling for E.05

After several trials and steps using various correlations, the matching of Inflow performance (IPR) and Outflow performance (VLP) was successfully improved. The most effective correlation was found to be Francher Brown, Figure (7).

2. Sensitivity Analysis

Sensitivity analysis is a valuable method for determining the impact of parameters that will affect ESP performance such as operation frequency, water cut, number of stages, pump setting depth, wellhead pressure, and reservoir pressure for the well (E-05) to identify key variables and assess the impact of uncertainty on the output.

2.1 Operation Frequency

The operation frequency of the pump shown in Figure (8) has a significant effect. In order to understand the impact of the frequency, it is important to consider the specific application and the desired flow rate. A higher frequency typically results in a faster flow rate but also increases energy consumption and can lead to premature wear and tear on the pump. Conversely, a lower frequency may result in a slower flow rate but can reduce energy consumption and extend the lifespan of the pump. Careful consideration of the operational frequency is crucial in optimizing the
performance and efficiency of the pump.

**Fig. 8:** Shows the effect of operation frequency on ESP performance for the well E-05
The study on the effect of operation frequency on production performance for well E.05 using ESP has revealed that the optimum operating frequency is 60 HZ. This frequency has been identified as the maximum value for the operation, as the well ceases to produce beyond this point.

**Table 5:** Optimization results of operation frequency

<table>
<thead>
<tr>
<th>Well No</th>
<th>Operation Frequency</th>
<th>Current Liquid Production</th>
<th>Optimum Liquid Production</th>
</tr>
</thead>
<tbody>
<tr>
<td>E.05</td>
<td>54-60 HZ</td>
<td>916 STB/D</td>
<td>1091 STB/D</td>
</tr>
</tbody>
</table>

**2.2 Water Cut**

Water cut can have a significant impact on the performance of the Outflow (VLP) and ESP systems, as demonstrated in **Figures (9).** It is important to consider the effect of water cut when analyzing the efficiency and productivity of these systems.

**Fig. 9:** Shows the effect of water cut on ESP performance for the well E-05
After conducting a study on the impact of water cut on production performance using ESP for the well E.05, it has been determined that the high water cut is negatively affecting both oil production and ESP performance. Therefore, it is necessary to reduce the water cut to improve overall production efficiency.

**Table 6:** Shows the Optimization results of water cut

<table>
<thead>
<tr>
<th>Well No</th>
<th>Water cut</th>
<th>Current Liquid Production</th>
<th>Optimum Liquid Production</th>
</tr>
</thead>
<tbody>
<tr>
<td>E.05</td>
<td>88-30 %</td>
<td>110 STB/D</td>
<td>627 STB/D</td>
</tr>
</tbody>
</table>

**2.3 Number of Stages**

In this section, we analyzed the impact of multiple pump stages on the overall performance of the pump, as illustrated in **Figure (10).** As we know, the number of stages
in a pump can significantly affect its efficiency and effectiveness. By increasing the number of stages, the pump can generate a higher pressure head and flow rate, but this also results in higher energy consumption. On the other hand, reducing the number of stages can lead to lower pressure head and flow rate, but also lower energy consumption. Therefore, it is crucial to carefully consider the number of pump stages required for a particular application to achieve the desired performance while minimizing energy consumption.

Fig. 10: Shows the effect of pump number of stages on ESP performance for well E-05

In this study, we present an analysis of the impact of the number of stages on production performance using ESP for well E.05. Our results indicate that the optimal performance of ESP was achieved by utilizing 400 stages for this particular well. We observed that the increased number of stages is dependent on the pump and pump depth and that increasing the number of stages can lead to improved ESP efficiency. These results are significant as they provide valuable insights for optimizing ESP performance in oil and gas production. Our study highlights the importance of considering the number of stages when designing ESP systems, as it can have a significant impact on production performance. By understanding the relationship between the number of stages and ESP efficiency, operators can optimize their systems to achieve maximum production performance. Overall, our study contributes to the ongoing efforts to improve oil and gas production efficiency and provides a foundation for future research in this area.

Table 7: Optimization results of pump number of stages

<table>
<thead>
<tr>
<th>Well No</th>
<th>No of stages</th>
<th>Current Liquid Production</th>
<th>Optimum Production</th>
</tr>
</thead>
<tbody>
<tr>
<td>E.05</td>
<td>277-400</td>
<td>916 STB/D</td>
<td>1148 STB/D</td>
</tr>
</tbody>
</table>

2.4 Pump setting depth

We examined the impact of pump setting depth on pump performance, as illustrated in Figure (11). Our results reveal that the pump setting depth can significantly affect the pump’s performance. Specifically, as the pump setting depth increases, the pump’s efficiency decreases, resulting in a reduction in a flow rate. This decrease in efficiency is due to the increased head required to lift the fluid to the pump intake, resulting in higher energy consumption. Therefore, it is crucial to consider the pump setting depth when designing and operating a pumping system to ensure optimal performance.

We set ESP’s close to the producing zone for various reasons related to flow efficiency and well completion. The setting of ESPs is crucial for the optimization of production rates and the longevity of the well. By setting the ESP close to the producing zone, we can reduce the pressure drop between the formation and the
pump, which leads to higher flow rates. Additionally, the close proximity of the ESP to the producing zone allows for better control of the fluid level in the wellbore, which helps to prevent gas locking and other issues that can impede production. Furthermore, the placement of the ESP close to the producing zone can also aid in the prevention of sand production, which can damage the pump and decrease production rates. Overall, the setting of ESPs close to the producing zone is a critical factor in the success of the well and should be carefully considered during the design and completion phases.

Table 8: Shows Optimization results of pump setting depth

<table>
<thead>
<tr>
<th>Well No</th>
<th>Pump depth</th>
<th>Current Liquid Production</th>
<th>Optimum Production</th>
</tr>
</thead>
<tbody>
<tr>
<td>E.05</td>
<td>5000 ft – 6500 ft</td>
<td>916STB/D</td>
<td>967 STB/D</td>
</tr>
</tbody>
</table>

2.5 Reservoir pressure

We analyzed the impact of reservoir pressure on the performance of the pump, as illustrated in Figure (12). It is well known that the pressure of the reservoir plays a crucial role in determining the efficiency and effectiveness of the pump. The higher the pressure, the better the performance of the pump. This is because the pump can extract more fluid from the reservoir, resulting in a higher flow rate. However, it is important to note that there is a limit to the pressure that can be applied, beyond which the pump may become inefficient and even fail. Therefore, it is necessary to carefully monitor and regulate the reservoir pressure to ensure optimum pump performance. In the conclusion, the relationship between reservoir pressure and pump performance is a critical factor that must be taken into consideration in any pumping system.
We present the results of our study on the impact of reservoir pressure on production performance using ESP for the well E-05. Our results demonstrate that an increase in reservoir pressure leads to a corresponding increase in the productivity index, resulting in enhanced oil production. This highlights the importance of monitoring and supporting the reservoir pressure to ensure optimal production performance. Our study emphasizes the significance of reservoir pressure management in the oil industry and provides valuable insights for future research in this field. These results have significant implications for the oil industry.

Table 9: Shows the Optimization results of reservoir pressure

<table>
<thead>
<tr>
<th>Well No</th>
<th>Reservoir Pressure</th>
<th>Current Liquid Production</th>
<th>Optimum Production</th>
</tr>
</thead>
<tbody>
<tr>
<td>E.05</td>
<td>2400 – 3100 psi</td>
<td>916 STB/D</td>
<td>1576 STB/D</td>
</tr>
</tbody>
</table>

2.6 Well Head Pressure

We have explored the impact of wellhead pressure on pump performance. As depicted in Figure (13), the pressure at the wellhead has a significant influence on the efficiency of the pump. If the pressure value exceeds a certain threshold, it can ultimately affect the overall production of oil and gas. Our study focused on small values of wellhead pressure ranging from 100 psi to 400 psi. It is imperative to understand this relationship to optimize pump performance and maximize production. Through careful analysis and experimentation, we can determine the optimal wellhead pressure for a given pump and ensure that it operates at its highest efficiency. This understanding is critical for the success of any oil and gas operation and can lead to significant improvements in production.

Fig. 13: Shows the effect of wellhead pressure on ESP performance for the well E-05

In this study, we investigated the effect of wellhead pressure on production performance using ESP for the well E-05. Our results indicate that the wellhead pressure has no clear effect on production performance. These results suggest that other factors, such as reservoir pressure and water cut, may have a

Fig. 12: Shows the effect of reservoir pressure on ESP performance for well E-05

We present the results of our study on the impact of reservoir pressure on production performance using ESP for the well E-05. Our results demonstrate that an increase in reservoir pressure leads to a corresponding increase in the productivity index, resulting in enhanced oil production. This highlights the importance of monitoring and supporting the reservoir pressure to ensure optimal production performance. Our study emphasizes the significance of reservoir pressure management in the oil industry and provides valuable insights for future research in this field. These results have significant implications for the oil industry.
greater impact on production performance. Overall, our study contributes to the growing body of knowledge on optimizing oil and gas production through efficient well design and operation.

2.7 Gas Oil Ratio

In this study, we investigated the impact of Gas Oil Ratio (GOR) on pump performance. As shown in Figure (14), GOR, defined as the ratio of gas volume to oil volume, plays a crucial role in determining the efficiency of the pump. If GOR increases, the pump performance decreases due to the reduction in fluid density. This reduction in fluid density leads to a decrease in the pump's head and efficiency. Conversely, as the GOR decreases, the pump performance improves due to the increase in fluid density. It is worth noting that the effect of GOR on pump performance is more pronounced at higher flow rates. Therefore, it is imperative to consider the GOR when designing and operating pumps in the oil and gas industry. However, it is important to mention that in our study, we used a small amount of GOR that had no effect on the pump performance. These results highlight the importance of considering GOR in pump design and operation to ensure optimal performance and efficiency in the oil and gas industry.

Fig. 14: Shows the effect of GOR on ESP performance for the well E-05

3. Final Optimization for the well E-05

In order to investigate the impact of various parameters on the performance of ESPs, it is necessary to carefully select the optimal operating parameters. As depicted in Figure (15), we can observe the best operation parameters that have been identified through our research. By studying each parameter individually, we can gain a deeper understanding of its influence on ESP performance. This analysis is crucial for optimizing the performance of ESPs and improving their efficiency.
Fig. 15: Shows Final Optimization for the well E-05

We present the optimization results of the installed ESP and their impact on the production rate. As shown in Tables (10) and (11), the results indicate a moderate increase of 92 STB/D after the optimization process. Although this increase may not seem significant, it is important to note that even small improvements in ESP performance can have a positive impact on overall production. These results highlight the importance of regularly monitoring and optimizing ESPs to ensure maximum efficiency and productivity in oil production operations.

Table 10: Shows Final Optimization Results for the Well E-05

<table>
<thead>
<tr>
<th>Well No</th>
<th>Reservoir Pressure</th>
<th>Operation Frequency</th>
<th>Number of stages</th>
</tr>
</thead>
<tbody>
<tr>
<td>E.05</td>
<td>3100 psi</td>
<td>60 HZ</td>
<td>225</td>
</tr>
</tbody>
</table>

Table 11: Shows Final Optimization Results for the Well E-05

<table>
<thead>
<tr>
<th>Well No</th>
<th>Current Production</th>
<th>Pump Depth</th>
<th>Optimum Production</th>
</tr>
</thead>
<tbody>
<tr>
<td>E.05</td>
<td>916 STB/D</td>
<td>5000 ft</td>
<td>1008</td>
</tr>
</tbody>
</table>

We have completed the selection process for the ESP model that improves production. After careful consideration of all available options, we have selected the TYEP model based on the required power of 28.35hp. This model has the lowest power requirement compared to other models and provides the best pump and motor efficiency with 63% and 83%, respectively. The expected operation oil rate is approximately 1500 STB/day. The pump type selected is the CENTURION - P17 4 inches, while the motor type is CENTRLIFT 450 30HP. The cable type chosen for this setup is Aluminum 50 A. Our selection process was based on thorough analysis and consideration of all available options, ensuring that we have made the best decision for our needs.

CONCLUSION

We present the results of our study on ESP design optimization and sensitivity analysis for oil well (E-05) using Prosper software.

Our study highlights the importance of conducting sensitivity analyses during the design phase of ESP systems to ensure optimal performance and efficiency. We believe that our results will be useful to engineers and researchers working in the field of oil well production optimization.

We have completed our study and have arrived at the following conclusion:

1. The frequency of the pump is directly related to its flow rate. A higher frequency results in a faster flow rate, while a lower frequency may result in a slower flow rate. However, it is important to note that a higher frequency also increases energy consumption and can lead to
premature wear and tear on the pump. On the other hand, a lower frequency can reduce energy consumption.

2. We have addressed the issue of high water cut and their negative impact on both oil production and electric submersible pump (ESP) performance. High water cut can lead to decreased oil production and increased wear and tear on ESPs. To improve overall production efficiency, it is necessary to reduce the water cut.

3. In our observation that the number of stages in an ESP system is heavily reliant on the pump and pump depth. Increasing the number of stages has been shown to have a positive impact on the efficiency of the ESP system.

4. The benefits of setting the Electric Submersible Pump (ESP) close to the producing zone in oil wells. By doing so, we can significantly reduce the pressure drop between the formation and the pump, resulting in higher flow rates. This is due to the fact that the closer proximity of the ESP to the producing zone allows for better control of the fluid level in the wellbore.

5. Our results indicate that an increase in reservoir pressure leads to a corresponding increase in the productivity index, which in turn enhances oil production. This highlights the critical importance of monitoring and supporting the reservoir pressure to ensure optimal production performance. Our observations suggest that maintaining optimal reservoir pressure is crucial for the sustainable production of oil.

6. By studying each parameter individually, we can gain a deeper understanding of its influence on ESP performance. This analysis is crucial for optimizing the performance of ESPs and improving their efficiency. Through our research, we aim to contribute to the advancement of this important technology and its applications in various industries.

7. One of the main advantages of ESP Design Optimization is its ability to optimize designs with multiple objectives. This is achieved by using a multi-objective optimization that can simultaneously optimize multiple objectives, such as minimizing cost of maintenance, increasing efficiency and maximizing performance. However, there are also limitations to ESP Design Optimization. One limitation is the need for accurate models of the system being optimized. If the model is inaccurate, the optimization may produce suboptimal results or even fail to converge. Another limitation is the computational cost of the optimization process. ESP Design Optimization can be computationally expensive, especially when optimizing complex systems with many design variables.

8. Sensitivity Analysis is another useful tool that can be useful in identifying critical parameters that have a significant impact on the performance of the system. Sensitivity Analysis can also be used to identify areas where further research and development is needed. However, like ESP Design Optimization, Sensitivity Analysis also has limitations. One limitation is the assumption of linearity. Sensitivity Analysis assumes that the relationship
between the input parameters and the output of the system is linear. This may not be the case for all systems, and non-linear relationships may be missed. Another performance, such as wellbore conditions, fluid properties, and pump design.

RECOMMENDATIONS

1. As academic researchers, it is important to continue to study and analyze the effects of various factors on production performance, in order to improve the efficiency and effectiveness of oil production.

2. Further research is needed to fully understand the complex interactions between wellhead pressure and production performance using ESP.

3. Further research is needed in this area to fully understand the underlying mechanisms and optimize the use of ESP in oil and gas production.

4. Our research provides a foundation for future studies in this area. We believe that our results will be valuable to those in the oil and gas industry who are looking to improve their production processes. Overall, our study provides important insights into the factors that impact oil and gas production efficiency and lays the groundwork for future research in this area.

5. We recommend implementing regular monitoring and support measures to maintain the reservoir pressure at optimal levels. By doing so, we can ensure the continued success of oil production operations.

6. Further research is needed to better understand the factors that affect ESP performance, such as wellbore conditions, fluid properties, and pump design.
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Abstract: WAHA oil field is an important oilfield in Libya is operated by WAHA company. In this oil field water is being used for reinjection in reservoir to increase the pressure in the reservoir and hence increase production of crude oil. This water is produced from the water source wells drilled in oil field. Injection water contains dissolved carbon dioxide and hydrogen sulphide and hence it has corrosive characteristic. Moreover the temperature of water is high. A study has been performed to select suitable corrosion inhibitor for inhibition of corrosion. This paper presents the results of corrosion inhibition studies of water source wells in WAHA field. The concentration of selected corrosion inhibitors has been optimized for economical consideration.

Keywords: (Corrosion inhibitor, water source, optimization)

Introduction

WAHA oil field is operated by WAHA company and it is the important oil fields in Libya. The unique nature of this oil field is that has no liquid effluents. Whatever water is produced it is again injected to reservoir together with some other water for enhanced oil recovery. WAHA oilfield has about twenty water source wells at W-59 and nine water source wells at N.DEFA. These wells are producing water about 85000 bbl/day. The geological formation of all water source wells are either TAZERBO formation or SARIR formation. The temperature of water from the well of TAZERBO formation was measured as 72.7°C while the temperature of the water from well of SARIR formation was 98.9°C. The typical analysis of both type of water are given in Table 1 and 2. Both type of water acid gases water has acidity and becomes corrosive. The acid corrosion in water flood is controlled by addition of chemicals corrosion inhibitors. A wide variety of inhibitor formations [1,4] is available for corrosion control in water flood and brine disposal system. However most of these inhibitors are produced from only a few types of starting materials. Fatty acid and rosin acids some form of basic nitrogen precursor and ethylene oxide are active ingredient sources. After transformation into final product the resulting ingredients are usually dissolved in alcohol (often isopropyl alcohol) water solution.

Table 1: Typical water analysis from a well of
TAZERBO formation:

<table>
<thead>
<tr>
<th>Property</th>
<th>Units</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cations</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calcium (Ca(^{+2}))</td>
<td>Mg/L</td>
<td>50.0</td>
</tr>
<tr>
<td>Magnesium (Mg(^{+2}))</td>
<td>Mg/L</td>
<td>13.4</td>
</tr>
<tr>
<td>Sodium (Na(^{+}))</td>
<td>Mg/L</td>
<td>1538.8</td>
</tr>
<tr>
<td><strong>Anions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chloride (Cl(^-))</td>
<td>Mg/L</td>
<td>2300.0</td>
</tr>
<tr>
<td>Sulphate (SO(_4^{2-}))</td>
<td>Mg/L</td>
<td>0.0</td>
</tr>
<tr>
<td>Carbonate (CO(_3^{2-}))</td>
<td>Mg/L</td>
<td>0.0</td>
</tr>
<tr>
<td>Bicarbonate (HCO(_3^-))</td>
<td>Mg/L</td>
<td>457.5</td>
</tr>
</tbody>
</table>

**Miscellaneous**

<table>
<thead>
<tr>
<th>Property</th>
<th>Units</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total hardness</td>
<td>Mg/L as CaCO(_3)</td>
<td>180</td>
</tr>
<tr>
<td>Calcium hardness</td>
<td>Mg/L as CaCO(_3)</td>
<td>125</td>
</tr>
<tr>
<td>Magnesium hardness</td>
<td>Mg/L as CaCO(_3)</td>
<td>55</td>
</tr>
<tr>
<td>Phenolphthalein alkalinity (P Alkalinity)</td>
<td>Mg/L as CaCO(_3)</td>
<td>0</td>
</tr>
<tr>
<td>Methyl orange alkalinity (M Alkalinity)</td>
<td>Mg/L as CaCO(_3)</td>
<td>375</td>
</tr>
<tr>
<td>Ph at 25 C(^\circ)</td>
<td>Mg/L</td>
<td>4430</td>
</tr>
<tr>
<td>Total dissolved</td>
<td>Mg/L</td>
<td>4430</td>
</tr>
<tr>
<td>Conductivity at 25 C(^\circ)</td>
<td>mhos/cm(\mu)</td>
<td>7120</td>
</tr>
<tr>
<td>Specific gravity</td>
<td></td>
<td>1.0031</td>
</tr>
</tbody>
</table>

**Dissolved Gases (on site)**

<table>
<thead>
<tr>
<th>Property</th>
<th>Units</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbon dioxide (CO(_2))</td>
<td>ppm</td>
<td>108</td>
</tr>
<tr>
<td>Hydrogen sulphide (H(_2)S)</td>
<td>ppm</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 2: Typical water analysis from well of SARIR

<table>
<thead>
<tr>
<th>Property</th>
<th>Units</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cations</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calcium (Ca(^{+2}))</td>
<td>Mg/L</td>
<td>330.0</td>
</tr>
<tr>
<td>Magnesium (Mg(^{+2}))</td>
<td>Mg/L</td>
<td>394.9</td>
</tr>
<tr>
<td>Sodium (Na(^{+}))</td>
<td>Mg/L</td>
<td>3585.5</td>
</tr>
<tr>
<td><strong>Anions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chloride (Cl(^-))</td>
<td>Mg/L</td>
<td>6800.0</td>
</tr>
<tr>
<td>Sulphate (SO(_4^{2-}))</td>
<td>Mg/L</td>
<td>620.0</td>
</tr>
<tr>
<td>Carbonate (CO(_3^{2-}))</td>
<td>Mg/L</td>
<td>0.0</td>
</tr>
<tr>
<td>Bicarbonate (HCO(_3^-))</td>
<td>Mg/L</td>
<td>305</td>
</tr>
</tbody>
</table>

**Miscellaneous**

<table>
<thead>
<tr>
<th>Property</th>
<th>Units</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total hardness</td>
<td>Mg/L as CaCO(_3)</td>
<td>2450</td>
</tr>
<tr>
<td>Calcium hardness</td>
<td>Mg/L as CaCO(_3)</td>
<td>825</td>
</tr>
<tr>
<td>Magnesium hardness</td>
<td>Mg/L as CaCO(_3)</td>
<td>16.25</td>
</tr>
<tr>
<td>Phenolphthalein alkalinity (P Alkalinity)</td>
<td>Mg/L as CaCO(_3)</td>
<td>0.0</td>
</tr>
<tr>
<td>Methyl orange alkalinity (M Alkalinity)</td>
<td>Mg/L as CaCO(_3)</td>
<td>250</td>
</tr>
<tr>
<td>Ph at 25 C(^\circ)</td>
<td>Mg/L</td>
<td>12215</td>
</tr>
<tr>
<td>Total dissolved</td>
<td>Mg/L</td>
<td>12215</td>
</tr>
<tr>
<td>Conductivity at 25 C(^\circ)</td>
<td>mhos/cm(\mu)</td>
<td>14690.0</td>
</tr>
<tr>
<td>Specific gravity</td>
<td></td>
<td>1.0085</td>
</tr>
</tbody>
</table>

**Dissolved Gases (on site)**

<table>
<thead>
<tr>
<th>Property</th>
<th>Units</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbon dioxide (CO(_2))</td>
<td>ppm</td>
<td>108</td>
</tr>
<tr>
<td>Hydrogen sulphide (H(_2)S)</td>
<td>ppm</td>
<td>4</td>
</tr>
</tbody>
</table>
2. CORROSION INHIBITORS STUDIED

In this study two commercial inhibitors are studied. We have given identification number S1 and S2 for the selected corrosion inhibitors. The description of these corrosion inhibitors are follows:

CORROSION INHIBITOR (S1):
It is a commercial product. This is a water soluble filming amine corrosion inhibitor containing (morpholine basis and dimer acid) as active materials formulated to give good film persistency in fresh water, sea water and heave brine systems.

CORROSION INHIBITOR (S2):
This is also a commercial product. It is water soluble filming amine corrosion inhibitor it has the similar blend as S1 except does not contain dimer acid.

3. CORROSION INHIBITORS TESTING METHOD

There are different techniques for testing of corrosion inhibitors such as: [2,3]

. Weight Loss Specimens.

. Electrical Resistance Probes.

. Polarization.

. Galvanic Corrosion Probes.

In present study Linear Polarization Resistance Technique (LPR) has been used. This method of evaluating corrosion rates employs galvanic cell the test water being the electrolyte and the two carbon steel rods providing the electrodes. In the (Result) mode the two ranges the electrodes are initially coupled for a period of 14 seconds. This is to allow the coupling polarization current to fall to a small static value. The cell is then polarized to +20 mV for about 15 seconds towards the of this time a reading of the current flowing is taken. The cell potential is then reversed to -20 mV for about 15 seconds and another reading of the current flow is taken at the end of time. An average of the two current reading is then calculated.

This current is then processed by the meters electronics as displayed as a corrosion rate in Mils Per Year (MPY). Experimental conditions used are summarized in table 3.

<table>
<thead>
<tr>
<th>Test Temperature</th>
<th>70 °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water Phase</td>
<td>Water from water source wells</td>
</tr>
<tr>
<td>Gas Phase</td>
<td>CO₂ saturated</td>
</tr>
<tr>
<td>Coupon Material</td>
<td>1018 M/S</td>
</tr>
</tbody>
</table>

Both the corrosion inhibitors (S1 and S2) have been tested at different concentrations ranging 0 to 50 ppm. The results are summarized in Table 4-5 and Fig 1-2.

Table 4: Corrosion inhibition of water source wells (TAZERBO) using S1 and S2 corrosion inhibitors

<table>
<thead>
<tr>
<th>Dose Rate (ppm)</th>
<th>Percent Corrosion Inhibition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S1</td>
</tr>
<tr>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>5</td>
<td>93.03</td>
</tr>
<tr>
<td>10</td>
<td>97.01</td>
</tr>
<tr>
<td>25</td>
<td>98.63</td>
</tr>
<tr>
<td>50</td>
<td>99.20</td>
</tr>
</tbody>
</table>

Table 5: Corrosion inhibition of water source wells (SARIR) using S1 and S2 corrosion inhibitors

<table>
<thead>
<tr>
<th>Dose Rate (ppm)</th>
<th>Percent Corrosion Inhibition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S1</td>
</tr>
<tr>
<td>0</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td></td>
</tr>
</tbody>
</table>
CONCLUSION:

- In from the results it is clear that both corrosion inhibitors S1 and S2 showed corrosion inhibition for waters from water source wells of Waha oilfield.
- Both corrosion inhibitor S1 performed better compared at the same concentrations of corrosion inhibitor S2.
- This is because corrosion inhibitor S1 contains dimer acids but the corrosion inhibitor S2 does not contain dimer acids and other components the same.
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Introduction

Test or an examination is an assessment, administered on paper or on a computer, intended to measure the test-takers’ knowledge, skills, or aptitudes. Tests are often used in education, professional certification, counselling, psychology, the military and many other fields. The goal of testing is a measurement that is called a test score, which is a summary of the evidence contained in an examinee’s response to the items of a test that are related to the construct or constructs being measured [1].

New technologies have been widely used in higher education to deliver curriculum content, [2].

Statement of the Problem

1) Current pen-and-paper evaluation systems are very time consuming; students’ scripts must be marked manually.
2) It is difficult to analyze examinations manually.
3) When many candidates sit for an examination, more invigilators are required, which increases cost.
4) Results are not precise because calculations and evaluations are subject to human error.
5) Result processing takes more time as it is done manually.

6) The likelihood of an examination paper being leaked is greater in the current system compared to the proposed system.

**Aim and Objectives**

The main aim of the proposed project is to develop an effective online examination system for a university.

The objectives of the research are:
1. To survey the latest computer-based examination management systems.
2. To develop a software application for an online examination system.
3. To implement the system using active server pages (ASP).

**Significance and Contributions of the System**

With the proposed system the following contributions would be made to teaching professionals and educational institutions:
1) It is possible to monitor how much progress a student has made.
2) The progress of many students can be judged immediately.
3) Problematic topics that need revision can easily be identified.
4) A large number of students can assessed fairly and objectively.
5) Opportunities for cheating are reduced.

6) Marking load of teachers is reduced: an assessment for a semester can be made based on students’ output over a 2 or 3 hour period.

7) Examinations are more reliable and cheaper to administer.

**Scope of the System**

This project would be very useful for a university course where regular evaluation of students is required. Further it can also be useful for anyone who requires feedback based on objective type responses, in the corporate world as well as in educational institutions. The project can be used anywhere, as it is a web based application; user location does not matter. The examiner or invigilator does not have to be present when candidates take the examination. The implementation will be based on the three areas: Computer architecture, Performance evaluation Network and Java.

**Literature Review**

**Overview**

An electronic examination (e-Exam) system is an examination conducted using the Internet or an intranet. It reduces much of workload involved in examining, training, grading and reviewing. The set of questions commonly used in the e-examination system are multiple choice objective tests and quizzes that can be formally and easily evaluated online [1]. Many institutions are re-evaluating traditional
methods and are providing pedagogical materials through the Internet. Several studies have been carried out on distance education, which encompasses web classrooms and web-based online examinations [3]. The development of web-based testing and assessment is an important and growing area of application of web technology [6].

Electronic Examination Systems
An Electronic Examination System (e-Exam) is a cost-effective and popular means of mass evaluation system [4]. Computer based testing can achieve significant cost-savings due to the speed at which results are analysed and presented. The e-Exam is web based system that provides the facility to conduct examinations and view the results of these exams online [8]. Only two categories of people participate in this system: one is the user and the other is the administrator. With the online examination and result processing system users can create and administer exams, tests, quizzes in a secure client/server environment. Candidates will be thoroughly and efficiently evaluated through a fully automated system that not only saves lot of time but also gives fast results [9].

Institutional learning management system (LMS) such as Blackboard is used in many cases for online assessment. Web CT, or an in-house product [10]. There are several advantages that institutions and also learners get from online assessment. These include:

1) Time analysis of responses to the question level to better discriminate between candidates [11].
2) Question banks and randomization of questions and response orders to reduce cheating.
3) Automated analysis of results from entire candidate cohorts.
4) Immediate feedback can be given.

However, there are also some difficulties associated with various forms of online assessment [11]. Online assessment may not be effective for evaluating creativity, problem solving ability, critical thinking, reflection, or authentic learning; collectively the characteristics of deep and effective learning. The delivery technology itself creates problems of inter-candidate interaction and is prone to technical malfunctions which can affect many students simultaneously. Should the whole network fail, the examination needs to be rescheduled.

Justification for Online Examinations
Nevertheless, E-exams can be justified in a number of ways. It can help avoid the stresses associated with current paper-based systems; it can assess valuable life skills; it can be better for users – for example by providing on-demand tests with immediate feedback, and perhaps
diagnostic feedback, and more accurate results via adaptive testing; it can help improve the technical quality of tests by improving the reliability of scoring[12].

A detailed historical background of online education was presented in by Gaytan and McEwen [15], which discussed its potentials and limitations that could lead to the advancement of the scholarship of teaching and learning.

They stressed the need for online instructors to understand the way online education has evolved over the years from previous conceptions of education and the wide array of implications and assumptions involved in the delivery of online education. They also presented some recommendations for the advancement of online education.

Existing System at the Cyprus International University (ciu)

Until recently, examinations in Cyprus followed traditional pen-and-paper practices: students were given question papers and wrote their answers in answer booklets. The whole process of assigning tests and evaluating the scores after the test was done manually. Processing the test paper, i.e. checking and distributing respective scores took a long time. The existing system at CIU is the product of a mini-project entitled “Online Examination System” carried out by Niraj Lola [13], a 5th semester MCA student at the National Institute of Technology, Calicut in November 2004. He designed an Online Examination system for conducting multiple choice online tests. This system only has three sections which are: English language, Mathematics, and Chemistry, with a time limit for each section. In this system examinees take the exam and are able to view their results immediately after each section. This system also allows the examinee to know both correct and incorrect answers at the end of each section.

The system was developed using Adobe Dreamweaver (CS4), MySQL (Database), Apache Tomcat Server (Server). Its implementation involved two modules; one for the Administrator and the second for the Examinee.

Difficulties with the Existing System

A review of the system identified some difficulties.

1) There is no mechanism to control the number of times a candidate/student can take the exam.

2) Each candidate has only twenty minutes to answer twenty questions in each section. However, a student who is very slow in answering questions might waste the twenty minutes on only one question.

3) Only the Administrator can register each candidate/student for the examination.

In a situation where there are thousands of students to sit for the test, it is very difficult for the Administrator to register and assign an
Exam ID to each student, sequentially.

In the university, the first problem encountered in organizing a test is that reams of hard copied documents are still generated. This raises the age-old discussion of keeping information in the form of databases versus keeping the same on sheets of paper. Information’s that are being kept in hardcopied documents leads to the following problems:

1. Lack of space: Because academic assessments have legal significance, the documents generated must be carefully stored.

2. Filing poses a problem; Due its tediousness.

3. Filtering is difficult: It is hard to filter relevant documents from irrelevant ones when the number involved is very large [16]. Reviewing becomes time consuming: The entire process is carried out manually at the centres and all the records are maintained on the papers. So the maintenance of records is very difficult in the departments, and furthermore, it is very difficult to check the records.

The existing system is paper based, time consuming, inflexible and labor intensive.

**Introduction**

This section explains how the new proposed system will be carried out and implemented to ensure the system will work smoothly and effectively.

**Need For the New (proposed) System**

All the limitations mentioned in the existing system will be addressed by the proposed system. This will be achieved through the following measures in the proposed system:

1. Each candidate will be able to take the exam only once. If the candidate attempts to log in a second time to take the exam, a web page will be displayed with a message informing the candidate he can only take the exam one time and directing him back to the home page. This improvement will control the number of times a candidate can sit for the test.

2. Each question in each section will be assigned one minute. This is to help the candidate to be time conscious and manage his time in answering questions. This should increase the number of questions answered by the candidate.

3. The Examination ID for each candidate is generated automatically and stored in the database after the candidate has successfully registered for the exam. Candidates can register by themselves, without the help of the Administrator. In
this way, time will not be wasted on the registration process.

4. In the existing system the site is limited to only three sections of questions which are Performance Evaluation Network, Computer Architecture, and Java. In the proposed system there will be more than three sections and the answer to each question will be displayed before the student attempts the next question. The grade of the exam will be displayed when the administrator clicks on the grade button after the student has answered the question on that particular section.

To solve these problems, a computerized system is required. A web based application will provide a flexible working environment that will be easy to use and will reduce the time for report generation and other paper work. This online examination system will also provide an efficient computerized solution for the student that wants to sit for the test. The system will be easy to administer, reliable and cost effective.

The main purpose of the proposed system, therefore, is to provide a comprehensive computerized system that can capture, collate and analyze the data from these tests. The new system is needed to solve the limitations discovered in the previous system.

**System Analysis & Design**

System analysis is a problem-solving technique that decomposes a system into its component pieces for the purpose of studying how well those component parts work and interact to accomplish their purpose [16]. The design of the online examination and result processing system will be broken down into two key facets with the following identified functions:

**A. System Analysis**

1) Preliminary investigation
2) Problem analysis
3) Requirement analysis

**B. System Design**

1) Design
2) Overview of the new system
3) Construction
4) Implementation

**C. Preliminary Investigation**

The preliminary investigation must define the scope of the project and the perceived problems, opportunities, and directives. This phase is not intended to take much time [17]. The preliminary investigation typically includes the following tasks:

1) Definition of the study approach (interview or observation)
2) Development of problem statement

**D. Development of Problem Statement**

The following information was obtained from a study of the existing system.

a) Information Data
Input

1) Wastage of resources
2) Too much paper work
3) Information may not be accurate
4) Delay in viewing scores

Output

1) Candidates not answering examination questions in time allotted
2) Limited to only three subject areas
3) Too much paper work generated

Stored data

1) Data organization is very poor (too much paper work)
2) Stored data not easily retrieved
3) Result/scores not immediately accessible by students
4) Year-to-year comparisons difficult

Efficiency

1) Do not improve student’s efficiency
2) Do not improve quality of CIU test system

Control

1) Data or information not adequately secure
2) Chance of question paper being leaked before the examination day
3) Crimes (e.g. alterations can be made to data).

Finances

1) Cost of purchasing papers and printing materials are high.

The number of staff required is large.

The goal of problem analysis is to study and understand the problem domain well enough to thoroughly analyze its problems, opportunities and constraints.

Requirement Analysis

The requirement analysis defines the requirements for the proposed system. The key here is what, not how. The requirement analysis phase answers the question, what do the users (candidates and the administrator) need and want from the new system. Design of the logical model of the E-exam (the proposed system) will be carried out by drawing the Case Diagram, and the State Diagram.

Characteristics of the Proposed System

The Online Examination System created for taking CIU exam has following features:

1) In comparison to the existing system, the proposed system will be less time consuming and more efficient.
2) The proposed system will provide instant feedback to students
3) Analysis at many levels will be very easy because it is automated.
4) Results will be precise and accurate, and will be available within a very short span of time because calculations and evaluations are done by the simulator itself.
5) The proposed system is very secure with no chances of leakage of the question paper
because it is dependent on only one person, the administrator.

6) Each candidate can sit for the examination only one time.

7) The logs of registered candidates and their marks are stored and can be backed up for future use.

**What are the user’s demonstrable needs?**
The user needs a system which will remove all the problems mentioned earlier. The user wants a web-based system which will reduce the bulk of paperwork, provide ease of work, flexibility, fast record finding, ability to modify, add, and remove items, and generate reports.

**How can the problem be redefined?**
Our proposed conception of the system, taking into account the problems of the existing system, is set out on paper. We matched the problems and needs of the existing system and requirements to the structure of the proposed system. We further updated the layout on the basis of redefined the problems.

In the feasibility study phase we had undergone through various steps, which are described as under.

**How feasible is the system proposed?**
This was analyzed by comparing the following factors with both the existing systems and proposed system.

**Effort**
Compared to the existing system, the proposed system will provide a better working environment in which there will be ease of work and the effort required will be comparatively less than the existing system.

**Time**
The time required generating a report or for doing any other work will be comparatively much less than in the existing system. Record finding and updating will take less time than the existing system.

**Labor**
In the existing system, the number of staff required for completing the work is large; the new system will require a smaller number of staff.

**System Design**
This stage involves creating the structure of modules that best solves the problems specified above; that is, the development of specifications or a ‘blueprint’ of how the system will work.

**Design Approach**
In the software development process, the system design phase involves decomposing a software system into modules and defining the relationship among these constituent modules. Usually, combinations of two or more design approaches are employed in the execution of a project [18]. In the case of the examination and result processing system, the following design approaches were employed:

**Modern Structure (site) Design**
This is a process-oriented technique for breaking up a large program into a hierarchy...
of modules that result in a computer program that is easier to implement and maintain (change) [19]. It is considered a process-oriented technique because its emphasis is on the process building blocks in the E-exam.

**Object-Oriented Design**
The first thing is to identify the object that represents actual data with its domain. Once the object’s behaviors and responsibilities have been determined, the next step is to create a detailed model of how the objects will interact with each other [20].

**System Implementation**

*Introduction*
If the proposed system is to be implemented holistically, it is a departure from the old ways of writing exams in CIU. Introducing such a system has to be done with care. After the completion of the coding processes, it is necessary to perform a wide range of activities before the E-exam system can be operational.

![Activity diagram for the system]

*Fig. 1:* Activity diagram for the system

Such activities include system testing, system implementation, system maintenance, functional requirements, specification report for the system, software system attributes.

**Overview of the System**
The online examination and result processing system created for taking the online WAEC test a different sequence of activities for candidates and for the administrator. The following are stages for candidates:

1) Login with username and password / Register
2) New User Registration
3) Edit Profile/View Result
4) Select Subject  
5) Examination  
6) View my score  
7) Log out

The system has the following stages for the administrator:  
1) Login  
View user (edit, delete and reset exam for candidate)  
2) Edit Subjects  
3) View All Subjects  
4) Add Questions  
5) View all scores  
6) Log out

**Modular Design**

A software system is always divided into several sub systems that facilitates its development. A software system that is structured into several subsystems is easier to develop and test. The different subsystems are known as modules and the process of dividing an entire system into subsystems is known as modularization, or decomposition. The different modules are.

1) Login Module  
2) Registration module  
3) Question paper creation Module  
4) Examination Module  
5) Student Module  
6) Administrator Module

**Design Stages for Candidates**

Login/And New User (registration for candidates).

There is a quality login window because this is more secure than other login forms: in a normal login window, multiple logins are available so that more than one person can access the test with their individual login. In this project, each user can login with his/her username and his/her password to enter the site. Hence it is more secure and reliable than the previously used online exam simulator.

**Registration**

This is the web page where the registration process will be done by each candidate before sitting for the exam. The registration page has the following items that each candidate must fill in correctly: Candidate’s Email address, User Name, Password, Retype Password, Contact number, Address, City, pin code. After the candidate has successfully registered, he/she will have to login with a valid username and password.

**Change Password**

Each candidate has the opportunity to change his/her password after login is successful as often as he/she wishes. The effect of this change will also be updated in the database.

**Edit Profile/View Result**

At this initial stage the candidate cannot view a result but he can edit his profile and change
his password if he wants to

**Subject Selection**
The test page is the most important page in this project. From the given choices, the candidate can select his subject (like Performance Evaluation Network, Java) to take the exam.

**Examination**
After the candidate has selected a subject, the next web page will display the questions. Only one multi-choice question will be displayed at a time. A timer is set for each multi-choice question. If the candidate fails to select an answer to the question from the options given within one minute, then the next question will be displayed automatically. This improvement in the system will help the candidates to be time conscious and he/she will be able to answer more questions. Poor time management was one of the limitations in the existing system.

**View My Scores**
After the candidate has answered the last question, he/she will be instructed to click on the grade button which will display the student’s grade. The student will be instructed to print out this page.

**Log Out For Candidate**
Each candidate will be advised to log out after finishing the exam to exit the examination site.

---

**Design Stages for the Administrator**

**Login**
The administrator has a unique User Name and Password which he/she can use to login to the site and perform some administrative task. If the wrong username and password is entered by the administrator, he/she will not be able to login.

**View Users**
Only the administrator has the privilege to view all users (candidates). The administrator has the ability to manage users, manage subjects, manage results, prepare questions and reset exams for any candidate if the need arises. All these tasks can be performed on the web page (front end). There is no need to manipulate the database (back end).

**Edit Subjects**
The administrator is able to add subjects, if and when the need arises. The effect of this change will be updated automatically in the database.

**View Subjects**
The administrators can view all subjects and decide to edit or add more

**View All Scores**
Only the administrator has the access to view the scores of all candidates. The scores will be displayed on a single web page. The date each candidate sat for the exam will be displayed along with each candidate’s names and score.

**Log Out Admin**
It is advisable for the administrator to log out of the site as soon as he/she has finished the
task to prevent other unauthorized users from manipulating the site.

**Database Design**

Data storage is a critical component of this system. All information systems create, read, update and delete data, which are stored in a database. The most popular from a database used is the relational database. For the purpose of this project, Microsoft Access version will be used for data storage. The name of the database is “configure_test”.

**Home Page:**

This is the first page to be viewed by the examinee (usually a student). It is the page introducing the examinee to the task ahead.

**Login Page:**

This is the page where examinees who are registered users log in their username and password. Successful login leads the examinee to the next page. If the examinee is not yet a registered user, he/she clicks on the click here link below the login link, and will be directed to the Registration Page.

**Registration Page:**

This is where the unregistered user becomes a registered user. It requests the candidate to provide: his/her first name, last name, e-mail address, user name, and password, re-type password, and phone number. After successful registration of this information, the examinee will be redirected to the Login page and asked to log in with a valid username and password.

**Select A Subject Page:**

This is the next page after the Login page. It asks the candidate to select a subject from the list of three subjects in the dropdown menu.

**Question Interface Page:**

After the candidate has selected a subject, the questions will be displayed on the next web page. Only one multi-choice question will be displayed at a time. The Next Question icon on this page when clicked automatically brings up the next question from the database. A timer is set for each multi-choice question. If the candidate fails to select an answer to the question from the options given within one minute, the next question will be displayed automatically. The series of questions that is displayed to a candidate is drawn randomly from the database. It has a score reader which records the number of correct answers in the examination but does not record the incorrect answers in the examination.

**Result Interface Page:**

After candidates have answered the last question, they will be automatically taken to this page, where they will see their scores.

**System Testing**

Testing is often seen as a means of establishing that a program is error-free and that it performs as planned. However, it is almost impossible to test a program so
thoroughly that it can be claimed to be free of errors. Unit testing is carried out by testing all the events and modules that have been coded and sub tested for a program as an integrated unit.

Fig. 2: Admin dashboard page

Fig. 3: Login page for Admin

Fig. 4: Login page for student
The types of tests carried out fall into the following categories:

1) Test that data which are valid are entered into the system.

2) Test each module with sample data to determine actions and reactions in a real life situation.

3) Test the performance of the system, such as the speed of response ties and handling of large volumes of data.

4) Test that the examination score is automatically generated immediately after exams.

5) Test that each candidate can answer the test only one time.

6) Test that the administrator can view all the student data and scores.

7) Test that the administrator can edit, delete, and reset exams for candidates if the need arises.

**Functional Requirements**

For the proposed system to be implemented properly the following hardware and software requirements must be available.

**Hardware Requirements**

**Network:** a local area network (LAN) is required to be constructed in the university. If the application is to be run at more than one exam center, a wide area network link between the LANs of the university’s exam centres is needed. The LAN is constructed using wireless technology. The wireless LAN requires wireless network cards for each system.
1) **Client system:** Pentium IV, 2.4GHz processor, 1GB RAM, 80G HDD (Hard Disk Drive).
2) **Laptops:** Intel Centurion 2.0 GHz processor, 2GB RAM, 120GB, wireless NIC (Network Interface Card) card.

### Software Requirements

**A. Operating systems**

1) windows 8 – for server
2) MySQL (WAMPP version 2.5) – for server.

B. Windows Vista/XP for clients and laptops.

### Specification Report for the Proposed System

The specification report for the proposed system is illustrated below:

**System Interface**

The application would be a self-contained system. It will not access data from any other application, nor will other application have access to its data.

**User Interface**

Application will be accessed through a Browser Interface. The interface would be viewed best using 1024 x 768 and 800 x 600 pixels resolution setting. The software would be fully compatible with Microsoft Internet Explorer version 6 and above. No user would be able to access any part of the application without logging on to the system.

**Communication Interface**

The system should be accessed over a LAN specifically on an Intranet. For clients to access the application server, the network should be running TCP/IP protocol.

### Conclusion

This project report entitled “Online Examination System” has come to the final stage. The system has been carefully developed; it is free of errors and at the same time it is efficient and time-saving for candidates, lecturers and administrators. It is important that the system is robust, and provision is provided for future development in the system. The entire system is secured. The e-Exam is a small but effective system for conducting online examinations. Once the test has been distributed, completed submissions are electronically sent to the online exam data processing engine, which stores, scores, and tabulates them. Results are published by the reporting module. Detailed records of all data turned in by each respondent are readily accessible by authorized users from the online exam Microsoft Access database. It is cost effective; it can be easily modified, and it can be converted for other testing purposes. For example it can be converted to an online quizzing system, qualification tests for industrial workers, or an online Feed Back System.
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Abstract One of the principal attributes of the aluminum-silicon alloys is their excellent fluidity, or the ability to fill a mold cavity. Fluidity is a complex characteristic that is influenced by surface tension, viscosity, alloy freezing range, melt, cleanliness, superheat, and solidification conditions. Chemical modifiers are generally considered to be detrimental to fluidity despite the fact that all the chemical modifiers commonly in use decrease surface tension. This investigation has been carried out to study the influence of pouring temperature of aluminum piston alloy on casting fluidity and microstructure defects. A strip type of fluidity testing mould was used in this study, and optical microscope to find microstructure defects. The results showed that higher the pouring temperature greater the casting fluidity. Otherwise, the overheating caused porosity, solidification shrinkage, and dross formation into the microstructure of the alloys melted at temperature higher than 760 °C.

Keywords: aluminum alloys, casting, fluidity

Introduction

Due to their unique properties, such as low density, high thermal conductivity, simple net-shape fabrication techniques (casting and forging), ease of machinability, high reliability, and excellent recycling characteristics, aluminum alloys are the preferred material for pistons in both gasoline and diesel engines. Due to their excellent castability, where silicon plays a significant role, especially having high thermal characteristics that increase fluidity, Al-Si casting alloys are frequently utilized to create engine parts. [1-3]. Otherwise, casting characteristics of Al-Si alloys requires careful melting, degasifying, and pouring. Failure to exercise adequate control during the melting and casting processes is one of the most important problems [4, 5]. Pouring molten metal into the mold and then filling it are two crucial processes in the casting process. It has been noticed in foundry practice that some alloys fill the mould cavity completely and reproduce its intricacies in the finished casting better than others do when filling moulds of sophisticated design, particularly those that
involve thin portions. Therefore, testing for mould filling capacity is crucial since it not only aids in choosing the right alloy composition for a certain application, but also helps with quality control and reduces casting rejections. Mistune castings or the absence of surface characteristics may be caused by inadequate fluidity [6, 7]. The characteristics of mould and metal jointly are involved in determining fluidity and pouring temperature is one of the factors related to metal. The aluminum-silicon alloys containing 8.5 to 13% Si are widely used to produce automotive parts. Generally, the higher the silicon content, up to the eutectic composition (12.6% Si), the greater the fluidity and, consequently, the easier an alloy is to cast [2]. The previous research found that pure Si would have been expected to have over 21 times the fluidity of pure aluminum as a result of its higher latent heat. However its greater rate of heat loss, seen to be nearly 5 times faster as a result of its higher freezing temperature, reduces this significantly. The low density of silicon also reduces the effect somewhat further [8]. G. Timelli et. Al [9] investigated the fluidity of four different high pressure die cast Al–Si and Al–Si–Cu alloys at pouring temperature range of 580–760 °C. They found that fluidity linearly increases at increasing temperatures. At the other study, Chennakesava Reddy et. Al [6] found out that influence of pouring temperature on fluidity of Al-Si-Mg cast alloys is positive, where higher the pouring and mould pre-heat temperature greater the casting fluidity, as pouring temperature range is between 650 and 850 °C, and the mould preheated before pouring to 400 °C. They also found that silicon content in the alloy raises the surface tension resulting resistance to tearing of liquid layers and iron content favors the streamline flow of metal in the channels. The aim of the present study is to investigate the strip fluidity of Al-Si piston alloy with different pouring temperature used for gravity die casting, the strip fluidity test measures the ability of alloy to fill a mould of different cross sections and thus provides a wider specification of actual casting conditions.

**Experimental Procedure**

A consumed car engine pistons were used in the present investigations, The chemical composition of the piston alloy was determined using FOUNDARY-MASTER Pro emission spark spectrometer. Table 1 shows the chemical composition of alloy.

**Table 1:** The chemical composition of investigated alloy.

<table>
<thead>
<tr>
<th>Element</th>
<th>Cr</th>
<th>Zn</th>
<th>Mg</th>
<th>Mn</th>
<th>Cu</th>
<th>Fe</th>
<th>Si</th>
<th>Al</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wt.%</td>
<td>0.026</td>
<td>0.714</td>
<td>0.257</td>
<td>0.151</td>
<td>2.59</td>
<td>0.762</td>
<td>11.5</td>
<td>Bal</td>
</tr>
</tbody>
</table>
For the purpose of preparing specimens at various pouring temperatures, the pistons were cut into small pieces and remelted. The tests were conducted in the pouring temperature range of 680 - 860 °C with a step of 10 °C after the pieces had been melted in an electrical furnace fitted with a graphite crucible. Since one of the many different types of fluidity tests uses fluidity as an empirical measure of a processing characteristic, this attribute is measured. Two common types are the mould fluidity spiral and the strip fluidity test. According to the previous studies [6, 10, 11], a strip fluidity testing mould (a tool steel strip type mould) was chosen to use in this investigation, whose design is shown in Fig. 1, which including four strips, a pouring basin, and running system. Each strip was of 10 mm width and 200 mm length. The thicknesses of the strips were 1, 1.25, 1.55, and 1.85 mm.

The temperature of the melt was measured using a K-type thermocouple. The melt was finally poured into the mould, then, the length of fluidity was measured. The samples were examined via an optical microscope to detect the formed porosity into microstructure of specimens.

Results and Discussion
Figure 2 shows the ingot after solidified, it can be seen the molten metal did not flow through the strips but does flow into the running system for both sides due to the mould is not heated (casting with mould at room temperature), same result where found by A. Heidarzadeh et. Al [10] as the molten metal did not pass through the strip with 1 mm thick and solidified at running system which was cast without preheat the mould. However, the length of the metal flow in all strip mould summed together is taken as a measure of casting fluidity.

The effect of pouring temperature on the fluidity alloy is shown in Figure 3. It can be seen that the fluidity increases with increasing
pouring temperature. The degree of super heat of the alloy increases with increase in pouring temperature, this leads to keep the alloy as a molten form for a longer period, also the super heating of alloy decrements the fluid viscosity, so the liquid melt is able to flow over a longer distance due to increase in fluid life [6, 10]. In addition, increasing the pouring temperature delays the nucleation and growth of fine grains at the tip of the flowing metal into the mould channel, which lead to increment of the fluidity. [12, 13].

**Fig. 3:** Effect of pouring temperature on fluidity

On the other hand, an increase in the fluidity of the alloy as a result of an increase in the pouring temperature may lead to one of the most important defects of the microstructure, which is porosity. Porosity in castings mainly occurs due to gas entrapment in the melt at a highly turbulent flow of liquid metal into the die cavity [14, 15]. Figure 4 showed the microstructure of alloys with different pouring temperatures. The images showed that the porosities were formed at higher values of pouring temperature. The overheating in aluminum foundry causes gas porosity, solidification shrinkage, and dross formation [16]. In Figure 4 (a, b and c) no structure defects have been detected, otherwise in Figure 4 (d, e and f) some drosses were formed during solidification which referred with the circles.

**Fig. 4:** Microstructure images of (a) 680, (b) 720, (c) 760, (d) 800, (e) 830 and (f) 860 °C pouring temperature, 50x.

Figure 5 showed formation of the solidification
shrinkage defects caused by overheating at 840 °C pouring temperature.

Furthermore, the images of microstructure for the alloys were pouring at a high temperature also showed another structure defect, which was porosity, as shown in Figure 6 as clusters noted by circles. Porosity in cast parts is primarily caused by gas entrained in the melt as the liquid metal flows in a highly turbulent flow within the mold cavity. [16, 17]. In liquid metal die casting, the main filling mode is turbulent flow, so it is easy to form entrained gas in the cavity, which leads to the formation of porosity defects inside the casting, which greatly affects the compactness and mechanical properties of the casting structure [18, 19].

**Fig. 5:** Microstructure images of the alloy melted at 840 °C, 50x.

**Fig. 6:** The formed porosity into microstructure of the alloy at 840 °C, 50x.

When the aluminum alloys are melted at high temperatures, gases such as hydrogen are likely to be generated in the molten metal, causing defects such as gas pores and shrinkage pores. [20]. The increased porosity can cause a reduction in the mechanical properties [21]. As shown in the above results, melt the alloy at a high temperature caused increase in fluidity; on the other hand, led to form common casting defects, which can no longer be treated.

**Conclusion**

The effect of pouring temperature on strip fluidity of aluminum piston alloy was investigated. From the analysis, the following can be summarized:
1. Casting fluidity of alloys increases with increasing pouring temperature of melt.

2. The mould with strips less than 3 mm thicknesses needs pre-heating, where the molten metal did not reach the strips.

3. Casting defects were observed for the alloys with pouring temperature more than 760 °C.

4. The consumed aluminum piston alloy can be re-melted and used to produce many parts, as a recycling is the most effective ways to produce the alloys in our country.
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Abstract: In recent years, a significant change has been observed in the climate characteristics of Turkey. These changes, which are compatible with the general trend of global climate change, are also felt in the Western Black Sea Basin. This paper reported on the calculation of drought indices, with emphasis on two recently developed indices, the Reconnaissance Drought Index (RDI) and the Stream flow Drought Index (SDI) using specialized software package, named Drin C (Drought Indices Calculator). Additionally, Drin C includes a module for the estimation of potential evapo transpiration (PET) through temperature-based methods (Hargreaves, Blaney - Criddle, and Thornthwaite) that can be used for the calculation of RDI. Therefore, in this study carried out in the Western Black Sea region, meteorological drought analyzes for 1-, 3-, 6- ve 12 months were made for 3 precipitation observation stations in the provinces of Sinop, Kastamonu, Bartin, and monthly total precipitation and monthly average temperature data were used to determine the meteorological drought.

Keywords: Drought analysis, Standard Precipitation Index (SPI), Reconnaissance Drought Index (RDI), Stream flow Drought Index (SDI), Sinop, Kastamonu, Bartin, West Black Sea Region

Introduction

Drought is defined as a phenomenon that may be related to the area under investigation and should be addressed using a specific application. The region can faces environmental, economic, and social challenges and so, many definitions of the dangerous drought have been developed [1]. During a drought, a lack of moisture usually results in a severe hydrological imbalance. The areas can had also experienced dry weather and long-term water scarcity due to water scarcity. According to Hagman (1984), drought is the most common natural disaster [2]. The event are the most complex of all-natural disasters that have affected man, but the nature of drought has been described as the event observed in a specific period and circumstances. Every year, various regions of the world are affected by the drought [3,4]. Considering the severity, duration, and effects
of the drought, there are certain drought types; meteorological drought, agricultural drought, hydrological drought, and socioeconomic drought [5]. Meteorological drought is defined by the severity and duration of the drought. Depending on rainfall data, it is the first type of drought we encounter. Because its effect is dependent on rainfall, the period of rainfall corresponds to an average level in that drought type. Because the climate regime of the regions is an important factor, meteorological droughts vary in different locations. Taking two regions with different precipitation amounts as an example, the average annual rainfall in the first region is estimated to be 500 mm/year for longer years. In contrast, the annual rainfall in the second region is estimated to be around 1500 mm/year. If the amount of rainfall in the region in the same year is 750 mm/year, then the first region is experiencing a humid year, while the second region is experiencing a dry year. The main reason for this is due to atmospheric conditions that caused a lack of precipitation based on the climatic regime. Furthermore, meteorological drought had recorded monthly rainfall data. It is assessed on a seasonal, water-year, and annual time scale [6]. As a result, the researcher observed the significant socioeconomic impact of such frequent changes.

Agricultural drought is investigated due to a lack of rainfall due to meteorological drought and soil water deterioration. The water demand of a plant is determined by its biological properties, as well as the growth or stages of the soil’s physical and biological properties [7]. A lack of water in the hydrological system was referred to as a hydrological drought. It was a type of drought in which water levels in rivers, lakes, reservoirs, and groundwater were unusually low [8]. The hydrological drought indicated that the total flow of the dry year was lower than the previous year’s average flow. Furthermore, the frequency and severity of hydrological drought are typically defined at the river basin scale. Hydrological drought is considered to be ongoing if the actual flow in a river during a specified time period falls below a certain threshold. As a result, the effects of hydrological drought upstream of a river basin may reduce downstream flow and vice versa [9].

For example, after years of severe drought in a river basin, many years of normal rainfall were required to replenish the reservoirs. Therefore, the socioeconomic drought occurred due to meteorological, hydrological, and agricultural drought factors being linked to the supply and demand for certain economic goods or services. Water, food, and hydroelectric energy supply, for example, are all affected by weather conditions. In most cases, demand for these goods is increasing due to rising per capita consumption. As a result, droughts are typically caused by an increase in demand for supply goods and a decrease in climate factors [10].

Gümüş (2017) used the Stream Arid Index approach to conduct drought studies in the Ası Basin. Data from four flow monitoring sites between 1954 and 2005 were analyzed in the research. In the basin, the flow drought index calculations for the 3, 6, and 12-month time series indicated the dry, humid, and wet times of year. There were many more broken years between 1980 and 2005 than in prior years, according to the statistics. In addition, 2000 and 2001 were shown to be very dry years [11].

Gümüş ve diğ., (2019), by the Ceyhan-Ceyhan area of Turkey conducted a study aimed to investigate the meteorological and hydrological drought, Standardized Precipitation Index, the method (SPI) and Current Drought Index (SDI) method in the region that was favored and methods gave similar results. It is stated that they help to understand the drought better [12].

Bakanoğulları (2020) used SPEI (Standardized Precipitation Evapo transpiration Index) and SPI Indices to analyze the Istanbul-Damlica Stream Basin droughts. When determining drought frequency and severity in the study, researchers used the (SPEI) and (SPI).
Thornthwaite technique was used to determine the SPEI drought index evapotranspiration in the basin between 1982 and 2006, using meteorological data. It is statistically noteworthy that the coefficient of determination (R²) between the yearly SPEI and SPI indices (0.977) is substantial. Drought patterns differed across the one, three, and six-month time frames, however. Study findings show a more accurate SPEI Drought Index regarding agricultural productivity and its usage is healthier [13].

In research by Coşkun (2020), a long-term precipitation trend analysis in the Van Lake basin was performed. The long-term recorded precipitation data from Van-Bölge, Muradiye, Erçiş, Gevaş, zalp, Tatvan, and Ahlat meteorological stations were used to evaluate both yearly and seasonal patterns in precipitation. Gevaş and Ahlat stations have declined yearly precipitation since the Mann-Kendall Test, Spearman's Rho, and en Tests were used to analyze the data. Van-District station had an increase in annual precipitation. However, this time the rise was negligible. Erçiş and Ahlat stations have had a considerable fall in precipitation, whereas Van-Region has seen a slight rise [14].

2. Material and Method

This study presented the methodology used to collect and analyze the data of the study. The scope of the study is to determine drought sensitivity and calculate drought years to show the driest year in the western Black Sea region with the help of data from 8 precipitation and 4 flow observation stations. Missing data were completed with regression analysis. The Standard Precipitation Index (SPI) method is used to determine meteorological drought using monthly total rainfall data. The Reconnaissance Drought Index (RDI) method used to determine meteorological drought using average monthly temperature data and total monthly precipitation data. Also The Stream flow Drought Index (SDI) method is used to determine hydrological drought using monthly mean flow data. A drought analysis were performed using Drin C software at the study areas for 1, 3, 6, and 12 months.

2.1. Methodology

A meteorological and hydrological drought analysis will be conducted for 8 precipitation and 4 flow observation stations data in the study area. Missing data were completed with regression analysis. The Standard Precipitation Index (SPI) method is used to determine meteorological drought using monthly total rainfall data. The Reconnaissance Drought Index (RDI) method used to determine meteorological drought using average monthly temperature data and total monthly precipitation data. Also The Stream flow Drought Index (SDI) method is used to determine hydrological drought using monthly mean flow data. A drought analysis were performed using Drin C software at the study areas for 1, 3, 6, and 12 months.

2.2. Data

Monthly total precipitation and mean temperature data for stations 8 in the Sinop, Kastamonu and Bartın provinces were obtained.
from the General Directorate of Meteorology and monthly mean flow data for stations 4 in the study area were obtained from the General Directorate of State Hydraulic Works. The average annual temperatures, the total annual averages of precipitation, and the average flow data obtained from these stations are shown in Table 1.

Table 1. Precipitation and flow monitoring stations and its geographic locations.

<table>
<thead>
<tr>
<th>SPI</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤ 2.0</td>
<td>Extremely wet</td>
</tr>
</tbody>
</table>

2.3. Standardized Precipitation Index

The Standard Precipitation Index (SPI) was developed by (McKee et al. 1993) to determine the effects of the reduction in precipitation on groundwater, reservoir storage, soil moisture, snow drifts, and streams. It is obtained by dividing the precipitation difference from the mean, which is converted to normal distribution within the specified time period by the standard deviation. In fact, SPI provides a standardized conversion of the observed precipitation probability and could be calculated for desired time periods such as 1, 3, 6, 9, 12, 24, and 48 months. The formula and classification of the method are given below [15]

$$SPI = (X_i - X_i) / \sigma$$  (1)

Where:

- SPI: Standard Precipitation Index
- Xi: amount of precipitation
- Xi: average of precipitation
- \(\sigma\): standard deviation

Table 2. Index values and classification of SPI method [15]

<table>
<thead>
<tr>
<th>SPI</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤ 2.0</td>
<td>Extremely wet</td>
</tr>
</tbody>
</table>

2.4. Reconnaissance Drought Index

There reconnaissance Drought Index (RDI) is developed to approach the water deficit in a more accurate way, as a sort of balance between input and output in a water system [16]. The initial value \(a_k\) of RDI was calculated for the year on a time basis of k (months) as follows:

$$a_k^{(i)} = \frac{\sum_{j=1}^{N} P_{ij} - PET_{ij}}{\sum_{j=1}^{N} PET_{ij}}, i = 1(1)N \text{ and } j = 1(1)k$$  (2)

Where:

- \(P_{ij}\) and \(PET_{ij}\) are the precipitation and potential e-vapo transpiration of the \(j\)-th month of the \(i\)-th year
- \(N\) is the total number of years of the available data
- The values of \(a_k\) satisfactorily follow both the lognormal and the gamma distributions in a wide range of locations and different time scales, in which they were tested.

$$RD_{st}^{(i)} = \frac{y^{(i)} - \bar{y}}{\sigma_y}$$  (3)

Where:

- \(y^{(i)}\) is the \(ln(a_k)^{[i]}\)
- \(\bar{y}\) is its arithmetic mean
- \(\sigma_y\) is the standard deviation of \(y\)

Table 3. Corresponding boundary values of RD\(\tilde{e}\)st[29].

<table>
<thead>
<tr>
<th>Mild</th>
<th>Moderate</th>
<th>Severe</th>
<th>Extreme</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤ 0.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤ 0.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤ 0.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤ 0.0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
2.5. The Stream flow Drought Index

The index is a hydrological drought analysis. According to Nalbantis and Tsakiris (2009), if a time series of monthly stream flow volumes Qi,j is available, in which i denotes the hydrological year and j the month within that hydrological year (j = 1 for October and j = 12 for September), Vi,k can be obtained based on the equation [17].

\[ V_{i,k} = \sum_{j=1}^{12} Q_i, \quad i = 1,2,...,12 \quad k = 1,2,3,4 \quad (4) \]

in which Vi,k is the cumulative stream flow volume for the i-th hydrological year and the k-th reference period, k = 1 for October-December, k = 2 for October-March, k = 3 for October-June, and k = 4 for October-September. Based on the cumulative stream flow volumes Vi,k, the Stream flow Drought Index (SDI) is defined for each reference period k of the i-th hydrological year as follows [18].

<table>
<thead>
<tr>
<th>State</th>
<th>Description</th>
<th>Criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Non-drought</td>
<td>SDI ≥ 0.0</td>
</tr>
<tr>
<td>1</td>
<td>Mild drought</td>
<td>-1.0 ≤ SDI &lt; 0.0</td>
</tr>
<tr>
<td>2</td>
<td>Moderate drought</td>
<td>-1.5 ≤ SDI &lt; -1.0</td>
</tr>
<tr>
<td>3</td>
<td>Severe drought</td>
<td>-2.0 ≤ SDI &lt; -1.5</td>
</tr>
<tr>
<td>4</td>
<td>Extreme drought</td>
<td>SDI &lt; -2.0</td>
</tr>
</tbody>
</table>

3. Result Discussion

Within the scope of this research, SPI, RDI and SDI values for 1, 3, 6, and 12 months were calculated and evaluated using the Precipitation, Reconnaissance and Stream flow Drought Index method respectively. The process used the values of the total monthly precipitation, the average monthly temperature and mean monthly discharge for total 12 monitoring stations of the Sinop, Kastamonu and Bartın provinces.

3.1 Bartın Precipitation Monitoring station (17020) meteorological drought analysis (SPI)

SPI values were examined during periods 1, 3, 6, and 12 months using monthly total precipitation data measured continuously between 1965 -2019 of the Bartın station.

Figure 1 and Figure 2 show the rates of dryness and humidity of monthly, 3-, 6-, and 12-months, respectively. Figure 1 show that the monthly dryness ranged between 45% and 59% according to SPI values. The highest dry period is 59% in Nov and Feb, with the lowest dry 45% period in Mar. When analyzed, the wet periods were the period with a high moist of 41% in Nov, Feb. The periods of drought and moisture for each of 3-, 6-, and 12-months for the SPI values are shown in Figure 3.2. The most dry periods with the highest SPI -3 values are SPI3 in Oct of 59%, and the lowest dry period is SPI3-3 Jan with 48%. For the periods SPI3- in JAN and SPI6- in April, the droughts were 52% and 55%, respectively. SPI-12 calculated according to 12-month values dryness is 50%, and moisture is 50%.
Figure 1. Dry - moist period distributions according to the monthly SPI values for the BARTIN station (No. 17020) from 1965 to 2019.
3.2. Kastamonu Precipitation Monitoring (17074) meteorological drought analysis (SPI)

SPI values were examined during periods 1, 3, 6, and 12 months using monthly total precipitation data measured continuously between 1965-2019 of the Kastamonu station. Figure 3. and Figure 4 are shown the rates of monthly dryness and humidity 3-, 6-, and 12-months. In Figure 3.3, monthly dryness ranged between 52% and 73% according to SPI values. The highest dry period was 73% in Nov and 70% in Oct, with the lowest 52% dry period in Mar. The wet periods when analyzed were the period with a high moist of 69% in Dec, and the lows wet period was 5% in May. The periods of drought and moisture for each of 3-, 6-, and 12 months for the SPI values are shown in Figure 3.4. The driest periods with the highest SPI -3 values are SPI3-2 in Oct of 58%, and the lowest dry period is SPI3-3 Apr with 50%. For the two periods of SPI of every six months SPI-6, the dry period was SPI6-1 October and SPI6-2 April with 52%. SPI-12 calculated according to 12-month values dryness is 56%, and moisture is 44%.

Figure 2. Dry - moist period distributions according to the 3,6,12month SPI values for the BARTIN station (No. 17020) Form 1965 to 2019
Figure 3. Dry - moist period distributions according to the monthly SPI values for the KASTAMONU station (No. 17074) from 1965 to 2019.
3.3. Sinop Precipitation Monitoring Station (17026) Meteorological Drought Analysis (SPI)

SPI values were examined during periods 1, 3, 6, and 12 months using monthly total precipitation data measured continuously between 1965 - 2019 of the Sinop station. Figure 5 and Figure 6 are shown the rates of monthly dryness and humidity for each of 3-, 6-, and 12-months. In Figure 3.5, monthly dryness ranged between 52% and 74% according to SPI values. The highest dry period was 74% in Nov and 70% in Dec, with the lowest 52% dry period in Mar. The wet periods when analyzed were the period with a high moist of 69% in Dec, and the lows wet period was 7% in May. The periods of drought and moisture for each of 3-, 6-, and 12 months for the SPI values are shown in Figure 3.6. The driest periods with the highest SPI -3 values are SPI3-1 in Oct of 59%, and the lowest dry period is SPI3-3 Apr with 50%. For the two periods of SPI of every six months SPI-6, the dry period was SPI6-1 October 54% and SPI6-2 April with 50%. SPI-12 calculated according to 12-month values dryness is 56%, and moisture is 44%.
Figure 5. Dry - moist period distributions according to the monthly SPI values for the SINOP station No. 17026 Form 1965 to 2019.

Table:

<table>
<thead>
<tr>
<th>Month</th>
<th>Dry</th>
<th>Moist</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aug</td>
<td>37%</td>
<td>63%</td>
</tr>
<tr>
<td>Sep</td>
<td>33%</td>
<td>67%</td>
</tr>
<tr>
<td>SPI-3</td>
<td>41%</td>
<td>59%</td>
</tr>
<tr>
<td>SPI-3</td>
<td>48%</td>
<td>52%</td>
</tr>
<tr>
<td>SPI-3</td>
<td>50%</td>
<td>50%</td>
</tr>
<tr>
<td>SPI-6</td>
<td>46%</td>
<td>54%</td>
</tr>
<tr>
<td>SPI-6</td>
<td>50%</td>
<td>50%</td>
</tr>
<tr>
<td>SPI-12</td>
<td>44%</td>
<td>56%</td>
</tr>
</tbody>
</table>

Figure 6. Dry - moist period distributions according to the 3,6,12 month SPI values for the SINOP station No. 17026 Form 1965 to 2019.

4. Conclusion

According to the precipitation efficiency index, the climate types in BARTIN are in the humid
climate class, and there is no change. Work according to the evaluation of the temperature index on the basis of annual evaporation In the 54-year period between 1965 and 2019, the average-temperature climate type is observed quite consistently. Offers. The classification of drought index designed for rainy climates is generally in the summer period in BARTIN. One of the biggest impacts of global climate change occurs on precipitation, This is the case in some areas. While causing drought due to lack of precipitation; Some floods and overflow as a result of extreme rains in regions manifest itself. In this study, the climate The effect of the change in the West Black Sea Basin is innovative. It was investigated by the SPI method. This method is based on the precipitation of the basin, applied to the data. This precipitation data Obtained from the General Directorate of Meteorology Affairs. In the SPI analysis of all stations on a monthly basis, in Bartin station it is found that Dec, Nov, Feb is drier with 59% ratio and for Kastamonu station it was recorded that Nov was drier with 73%, at Sinop station it is discovered that Nov was drier than other months with 74%. In calculating SPI-3 for all stations based on the monthly rainfall data in SINOP station the highest value for drought in SPI3-1 Oct in 59% extremely dry, and the highest value for BARTIN in SPI3-1 October In 59% exceptionally moist. Was in SPI3-4 July In 1985-1986 exceptionally moist. In calculating SPI-6 for all stations in BARTIN station, the highest value of dryness and humidity is observed in SPI6-2 in Apr, the highest value of drought in 52% extremely dry and the highest value of humidity in 55 exceptionally moist; and the highest value of humidity is in the54% in Oct, exceptionally moist; in SINOP station, the highest value of drought was in SPI6-2 in April in the year 1983-1984 exceptionally dry. SPI-12 values range between 50-57% in all the mentioned stations.
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Abstract: The main objective of this research is enhancing accuracy of predictive analysis for cardiovascular diseases (CVDs) through the implementation of ensemble learning algorithms. Ensemble learning is a strong approach that combines predictions from multiple models to amelioration overall performance. In this research, we compare the effectiveness of three ensemble learning algorithms: Random Forest, AdaBoost, and Stacking. We evaluate their performance using five criteria: Recall, Precision, F-score, Roc Auc, and Accuracy. The obtained results indicate that the AdaBoost algorithm has achieved the highest performance in the field of diagnosis using the available data. This signifies the high effectiveness of this algorithm in disease prediction and diagnosis. It is also notable that the Stacking algorithm has demonstrated strong performance, particularly in comparison to the Random Forest algorithm. Other performance standards such as Accuracy, Recall, Cohen's kappa, F-measure, Precision, and Specificity also exhibit good performance for the different algorithms. The ROC Curve metric reveals that the AdaBoost algorithm has attained the highest value (97.64), indicating its capability to effectively discriminate between true and false instances.

Keywords: Bagging, Boosting, Ensemble learning, ROC curve, Stacking

Introduction

Cardiovascular diseases (CVDs) are a significant global cause of mortality, accounting for approximately 17.9 million deaths annually, representing 31% of all global deaths. The majority of these deaths result from heart attacks and strokes, with a significant proportion occurring prematurely in individuals under the age of 70. This presents a major public health concern that necessitates attention and effective preventive measures. CVDs frequently lead to heart failure, and the provided dataset contains 13 features that can be utilized to predict the possibility of heart disease. [1]

Heart failure is commonly observed as a result of cardiovascular diseases. This dataset comprises 13 features that aid in predicting the likelihood of heart disease. Early detection and effective management are essential for individuals with cardiovascular disease or those at a high risk of developing it, given the presence of risk factors like hypertension, diabetes, hyperlipidemia, or pre-existing conditions. Machine learning models can
significantly contribute to addressing this issue.

Ensemble learning improves performance by creating and combining multiple distinct base learners using dedicated approaches. These individual models are commonly referred to as base learners, while the process of combining them is known as integration strategy. In the context of combining multiple models to improve predictive performance, ensemble learning techniques are employed. In this approach, the individual performance of each base learner doesn’t need to be exceptionally strong; rather, it should surpass random guessing. Based on how the base learners are generated, ensemble learning methods can be broadly classified into two categories: 1. Parallel methods, such as Bagging, and 2. Sequential methods, such as Boosting. [2]

The concept of “wisdom of the crowd” involves merging multiple weak models or learners into a single predictive model. This methodology aims to address bias, reduce variance, and enhance accuracy by leveraging the collective knowledge and predictions of the individual models.

The aim of this research is to improve the accuracy of predictive analysis for heart disease. While individual machine learning models may have limitations in their prediction capabilities, ensemble learning methods, such as collaborative learning, strive to address this issue by training multiple models successively to enhance the overall accuracy of the system. Additionally, ensemble learning approaches are well-suited for datasets of different sizes, making them effective in data mining tasks. These methods have demonstrated promising performance in tackling the challenges of variance and bias that are commonly encountered in data mining algorithms. In our study, we specifically concentrate on the complex task of heart disease prediction and diagnosis, which involves understanding various contributing factors.

![Flowchart of Parallel and Sequential ensemble](image)

**Fig. 1:** Flowchart of Parallel and Sequential ensemble.[2]

**Related Work**

A concise overview of recent research papers comparing various machine learning algorithms and examining their outcomes.

In the study conducted by Madhumita Pal and Smita Parija [3], the random forest algorithm was employed to predict heart disease. The researchers utilized a dataset comprising 13 features for their analysis. The obtained results revealed an accuracy of 86.9%, a sensitivity value of 90.6%, and a specificity value of 82.7%. The receiver operating characteristics analysis demonstrated a diagnosis rate of 93.3% for heart disease prediction using the random forest algorithm. These findings highlight the high effectiveness of the random forest
algorithm in accurately classifying heart
disease [3].

In a recent study conducted by Asfandyar Khan et al. [4], a novel ensemble approach known as the 'Stacking Classifier' was proposed to enhance the performance of integrated individual classifiers and reduce the likelihood of misclassification for individual instances. The Stacking Classifier utilizes Random Forest and SVM as meta-classifiers. The experimental results indicated that the proposed stacking classifier achieved a remarkable accuracy of 0.9735 percent in diagnosing diabetes, surpassing the performance of existing models such as Naive Bayes (0.7646 percent), KNN (0.7460 percent), DT (0.7857 percent), and LDA (0.7735 percent). Similarly, in the context of cardiovascular disease, the suggested stacking classifier demonstrated superior performance compared to current models, including KNN (0.8377 percent), NB (0.8256 percent), DT (0.8426 percent), LDA (0.8523 percent), and SVM (0.8472 percent). The stacking classifier achieved a higher accuracy of 0.8871 percent [4].

T. R. Mahesh, et al [5], the researcher used the synthetic minority over-sampling technique (SMOTE). The results of the study indicate that the AdaBoost-Random Forest classifier achieves a high accuracy of 95.47% in the early detection of heart disease.

Md. Maidul Islam, et al [6], In this research, 9 algorithms were compared, including 5 Ensemble Learning algorithms, and gave the best results, the best of which was the stack algorithm.

The Stacked Ensemble Classifier showcases outstanding performance, achieving an accuracy of 0.910, sensitivity of 0.934, specificity of 0.883, best F1-score of 0.916, minimum Log Loss of 3.08, and the highest ROC value of 0.909 [6].

Among the various evaluated metrics, Random Forest demonstrates the highest sensitivity, followed by XGBoost [6]. The Stacked Classifier model attains an accuracy of 91.06%, along with an F1 score of 0.9163. In comparison, the XGBoost and Random Forest algorithms achieve accuracies of 89.78% and 89.36%, respectively, with corresponding F1 scores of 0.8972 and 0.8911. The Extra Tree Classifiers, CART, GBM, MLP, SVC, and KNN algorithms exhibit accuracies of 88.51%, 85.10%, 82.97%, 82.12%, 81.27%, and 80.00%, respectively [6].

Types of Ensemble Learning:
1. Bagging:

   In the ensemble learning approach called "majority voting," multiple weak models (N in total) are trained in parallel using non-overlapping subsets of the input dataset. In the testing phase, each model is assessed individually, and the label that receives the highest number of predictions is chosen as the final prediction. This approach aims to merge the predictions from multiple models to achieve a more robust and accurate prediction.

2. Boosting:

   Boosting is a machine learning technique that trains N different weak models sequentially on the entire dataset. These weak models are typically of the same type (homogeneous). In each iteration, data points that were misclassified by the previous weak model are assigned higher weights to prioritize their correct classification by the subsequent weak learner. During the testing phase, the predictions of each model are combined by assigning weights based on their test error, enabling a voting mechanism. Boosting methods are known to effectively reduce prediction bias.

3. Stacking:

   In the ensemble learning approach, multiple weak models (N in total) are trained simultaneously, often of different types
This training process is performed using one subset of the dataset. Once the weak models are trained, a meta learner is trained using their predictions to perform the final prediction. The meta learner utilizes the other subset of the dataset. During the testing phase, each individual model predicts its label, and these predicted labels are combined and provided to the meta learner, which generates the ultimate prediction.

Materials and Methods:
We employed group learning algorithms to predict heart failure diseases, including the utilization of the random forest algorithm and AdaBoost. Additionally, we incorporated four stacked algorithms for enhanced performance. The applied algorithms in this study are based on the analysis of a Heart Failure dataset obtained from the Kaggle repository. The dataset comprises 304 patient samples, each representing medical records. The heart failure dataset includes a wide range of features. To enhance the algorithm performance, a comprehensive analysis of these features is conducted, considering factors such as importance scores, accuracy, sensitivity, and specificity. The dataset was split into a training set comprising 70% of the data and a testing set comprising the remaining 30%.

In this study, Google Colab Notebook was utilized as the simulation tool for conducting the experiments and constructing the models. Google Colab Notebook is a convenient platform for Python programming projects, offering a wide range of features such as rich text components, code integration, and real-time data analysis capabilities. It enables the seamless integration of descriptive analysis, findings, equations, and visualizations. Similar to Jupyter Notebook, Google Colab Notebook provides a web-based interactive interface for creating and sharing interactive graphics, maps, plots, visualizations, and narrative texts. This tool proved to be invaluable in facilitating the analysis process and enhancing the efficiency of the research workflow. Moreover, Google Colab Notebook is an open-source tool, making it accessible and freely available for researchers.

Five features were used out of a total of 13 features in our study. These features are as follows: Age, resting blood pressure (trestbps), Cholesterol level (chol), Maximum heart rate achieved (thalach), ST depression induced by exercise relative to rest (oldpeak).

In addition, the target feature was utilized to determine the presence (1) or absence (0) of heart disease.

Ensemble techniques:
Ensemble techniques refer to methods that employ multiple learning algorithms or models to create an optimal predictive model. The resulting model exhibits superior performance compared to the individual base learners used independently. Ensemble learning has various other applications, such as feature selection and data fusion, among others. Additionally, ensemble techniques can be categorized into three main types: Bagging, Boosting, and Stacking.

1. Bagging (Bootstrap Aggregating):
Bagging is a short form of bootstrap aggregating. It is an ensemble technique that divides a dataset into n samples with replacement. The dataset is divided into n samples, and each sample is trained individually using separate machine learning models. Then the output of all the separate models is combined into one single output by using voting (Figure 3). [8]

Random Forest (RF) is a powerful machine learning technique that employs an ensemble of decision trees to tackle classification and regression problems. It combines multiple decision trees using bootstrap sampling, and the final classification or regression outcome is determined through majority voting or averaging [9][10]. RF is widely recognized for its robustness in handling imbalanced, missing, and multicollinear data [2][9]. The analysis process consists of two stages:

Stage 1: The random forest is constructed by randomly selecting samples with replacement from the initial dataset (training data). Subsets are created, and regression trees are built based on these smaller datasets. During the training stage, various parameters can be adjusted, including the number of variables (mtry) and the number of trees (ntree).

Stage 2: Once the random forest model is trained, predictions can be generated. The input variables for each regression tree are combined, and the final prediction is obtained by averaging the predictions from all the trees [10].

Majority Voting, also known as Hard Voting, is a classification technique in which the predicted class label $\hat{y}$ is determined by taking the majority vote of multiple classifiers $C_j$. In other words, the class label that is predicted by the majority of the classifiers is selected as the final prediction:

$$\hat{y} = \text{mode} \{C_1(x), C_2(x), ..., C_m(x)\} \ [11]$$

2. Boosting:

There are primarily three types of boosting algorithms commonly used in Machine Learning:

- AdaBoost algorithm,
- Gradient descent algorithm,
- Xtreme gradient descent algorithm [7].

In 1995, Freund and Schapire introduced the Adaboost (adaptive boosting) algorithm. This algorithm operates by adjusting weights without requiring any prior knowledge of the learner’s training process [13].
3. Stacking:

Stacking is a powerful technique for combining predictions in ensemble learning. It involves training multiple models, referred to as base learners, to generate individual predictions. These predictions are then used as input for another model, known as the meta learner or aggregator, which learns to combine the base learners’ predictions (Figure 7). Think of stacking as building a stacked architecture of machine learning models, where each layer learns to aggregate the predictions of the previous layer. Unlike traditional ensemble methods that use simple functions like majority voting to aggregate predictions, stacking leverages a model to perform this aggregation, resulting in improved performance and flexibility.

**Basic Algorithm for Boosting:**

1. **Initialize:** set all examples to have equal weights
2. **For each** $t = 1, \ldots, T$,
3. Learn a hypothesis $h_t$ from weighted examples
4. **Decrease weights** of examples $h_t$ classifies correctly
5. Calculate $\alpha_t$, the weight of the current weak learner, $h_t$
6. Return $h(x) = \sum_{t=1}^{T} \alpha_t h_t(x)$

**Fig. 5:** AdaBoost boosting. [8]

**Fig. 6:** Voting of n learners in AdaBoost boosting. [8]
Stacking Algorithms: Two algorithms, xgboost and random forest, were used as stack algorithms and Logistic Regression was used as mate algorithm.

**Dataset Description**

The Heart Failure Dataset utilized in this study is sourced from the Kaggle platform [14]. The dataset used in this study is a combination of five distinct datasets, resulting in a comprehensive and diverse collection of attributes. Specifically, we focused on employing attributes that are highly relevant in predicting a patient’s heart condition for this specific experiment. Furthermore, the dataset file comprises 13 medical variables for a total of 304 patients. A comprehensive description of each attribute, along with the respective value count, is presented in Table 1. The exploratory data analysis is further depicted in Table 2, accompanied by a figure illustrating the features with less than 5 columns, and another figure displaying the features with more than 5 columns. The heatmap representation can be observed in Figure 2.

**Table 1. Description of Features**

<table>
<thead>
<tr>
<th>N.</th>
<th>Features</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Age</td>
<td>&quot;The age of the individual, expressed in years&quot;. (Source: Ramadan A.M. Elghalid et al., 2022)</td>
</tr>
<tr>
<td>2</td>
<td>Sex</td>
<td>&quot;The gender of the person, represented as a binary variable where 1 indicates male and 0 indicates female&quot;. (Source: Ramadan A.M. Elghalid et al., 2022)</td>
</tr>
<tr>
<td>3</td>
<td>chest_pain_type</td>
<td>&quot;0: asymptomatic 1: atypical angina 2: non-angina pain 3: typical angina&quot; (Source: Ramadan A.M. Elghalid et al., 2022)</td>
</tr>
<tr>
<td>4</td>
<td>RestingBP</td>
<td>&quot;The person’s resting blood pressure upon admission to the hospital, measured in millimeters of mercury (mm Hg)&quot;. (Source: Ramadan A.M. Elghalid et al., 2022)</td>
</tr>
<tr>
<td>5</td>
<td>Cholesterol</td>
<td>&quot;The measurement of the person’s cholesterol level, expressed in milligrams per deciliter (mg/dL)&quot;. (Source: Ramadan A.M. Elghalid et al., 2022)</td>
</tr>
<tr>
<td>6</td>
<td>FastingBS</td>
<td>&quot;Indicates whether the person has a fasting blood sugar level higher than 120 mg/dL. It is represented as a binary variable, where 1 indicates true (blood sugar &gt; 120 mg/dL) and 0 indicates false (blood sugar ≤ 120 mg/dL)&quot;. (Source: Ramadan A.M. Elghalid et al., 2022)</td>
</tr>
</tbody>
</table>
Resting Electrocardiographic Results:
0: Indicates probable or definite left ventricular hypertrophy based on Estes’ criteria.
1: Represents a normal resting electrocardiogram.
2: Indicates the presence of ST-T wave abnormalities, such as T wave inversions and/or ST elevation or depression exceeding 0.05 mV. (Source: Ramadan A.M. "Elghalid et al., 2022"

MaxHR
The maximum heart rate achieved by an individual. (Source: Ramadan A.M. "Elghalid et al., 2022"

ExerciseAngina
The presence of exercise-induced angina, represented by a value of 1 for 'yes' and 0 for 'no'. (Source: Ramadan A.M. Elghalid et al., 2022)

Oldpeak
The magnitude of ST depression induced by exercise relative to rest. Note that 'ST' refers to specific positions on the ECG plot. For more information, please refer to the provided resource. (Source: Ramadan A.M. "Elghalid et al., 2022"

ST_Slope
The slope of the peak exercise ST segment:
0: Represents a downsloping ST segment.
1: Indicates a flat ST segment.
2: Indicates an upsloping ST segment. (Source: Ramadan A.M. "Elghalid et al., 2022"

Table 2. Exploratory data analysis

<table>
<thead>
<tr>
<th>No.</th>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>RestingECG</td>
<td>A.M. &quot;Elghalid et al., 2022&quot;</td>
</tr>
</tbody>
</table>
| 8   | MaxHR          | The maximum heart rate achieved by an individual. (Source: Ramadan A.M. "Elghalid et al., 2022"
| 9   | ExerciseAngina | The presence of exercise-induced angina, represented by a value of 1 for 'yes' and 0 for 'no'. (Source: Ramadan A.M. Elghalid et al., 2022)
| 10  | Oldpeak        | The magnitude of ST depression induced by exercise relative to rest. Note that 'ST' refers to specific positions on the ECG plot. For more information, please refer to the provided resource. (Source: Ramadan A.M. "Elghalid et al., 2022"
| 11  | ST_Slope       | The slope of the peak exercise ST segment:

Fig. 8: Percentage of Heart Disease
We have 165 persons with heart disease and 138 persons without heart disease, so our problem is balanced. [Kaggle Inc]

**Fig. 9:** Heatmap depiction of the dataset.

**Fig. 10:** Properties with less than 5 variables.

**Fig. 11:** Properties that have more than 5 variables.

**Evaluation Metrics:**

The dataset is divided into two subsets for evaluation purposes: the training dataset and the test dataset. The training dataset is used to construct the classifier, while the test dataset is employed for prediction using the trained classifier. Typically, this split allocates 80% of the data for the training dataset and 20% for the test dataset.

**Table 3.** Exploratory data analysis

<table>
<thead>
<tr>
<th>Actual Class</th>
<th>Predicted Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total population = P + N</td>
<td>Positive (PP)</td>
</tr>
<tr>
<td>Positive (P)</td>
<td>True positive (TP)</td>
</tr>
<tr>
<td>Negative (N)</td>
<td>False positive (FP)</td>
</tr>
</tbody>
</table>
True Positive (TP): Represents the number of correctly classified positive instances.

False Negative (FN): Indicates the number of positive instances incorrectly classified as negative.

False Positive (FP): Refers to the number of negative instances incorrectly classified as positive.

True Negative (TN): Represents the number of correctly classified negative instances.

Accuracy: It represents the percentage of test tuples that are correctly classified.[15]

\[ \text{Accuracy} = \frac{\text{Number of correct predictions}}{\text{Total Number of predictions}} \] [15]

Precision: Measures the exactness of a classifier by calculating the percentage of positive predictions that are correct in relation to the total positive predictions [16].

\[ \text{Precision} = \frac{\text{TP}}{\text{TP+FP}} \] [16]

Recall: also referred to as sensitivity or true positive rate, is a metric that quantifies the completeness of a classifier by calculating the percentage of actual positive tuples in the test dataset that the classifier correctly identifies as positive.[16].

\[ \text{Recall} = \frac{\text{TP}}{\text{TP+FN}} \] [16]

F1-Score: The F1-Score is a measure that combines precision and recall using their harmonic mean.[16]

\[ F1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \] [16]

Performance Analysis of Classifiers using Area under the ROC Curve: The AUC-ROC is a crucial metric used to evaluate the accuracy of classifiers.

Fig. 12: ROC Curve

Fig. 13: Weighted average recall, precision, F-score, ROC AUC, and accuracy of the cardiovascular diseases dataset.
Results:

By working on the Heart Failure dataset using Python and machine learning libraries, the findings were as follows

In Table 4, Table 5, the algorithms were compared in terms of Accuracy, Precision, Recall, F1-Score, ROC curve and it was found that all algorithms are equal in the total of True Positive and False Positive and the highest Accuracy of the AdaBoost Algorithm was the same as that given by ROC curve, which means that the model is able to predict the correct positive states TPR and predict the correct negative states FPR significantly.

While the Stacking Algorithm gave the lowest result and was Accuracy=84.61 while ROC curve=98.0 which means that the model is unable to predict the correct positive states TPR and predict the correct negative states FPR correctly.

Table 4. Compare Train Result of algorithms.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Random Force Algorithm</th>
<th>Stacking Algorithm</th>
<th>AdaBoost Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP</td>
<td>76</td>
<td>97</td>
<td>95</td>
</tr>
<tr>
<td>FP</td>
<td>21</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>FN</td>
<td>11</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>TN</td>
<td>104</td>
<td>115</td>
<td>112</td>
</tr>
<tr>
<td>Accuracy</td>
<td>84.91</td>
<td>100</td>
<td>97.64</td>
</tr>
<tr>
<td>Recall</td>
<td>90.43</td>
<td>100</td>
<td>97.39</td>
</tr>
<tr>
<td>Cohen’s kappa(k)</td>
<td>69.34</td>
<td>100</td>
<td>95.25</td>
</tr>
<tr>
<td>F-measure</td>
<td>86.67</td>
<td>100</td>
<td>97.82</td>
</tr>
<tr>
<td>Precision</td>
<td>83.20</td>
<td>100</td>
<td>97.25</td>
</tr>
<tr>
<td>Specificity</td>
<td>78.35</td>
<td>100</td>
<td>97.94</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>90.34</td>
<td>100</td>
<td>97.39</td>
</tr>
<tr>
<td>ROC Curve</td>
<td>91.91</td>
<td>100</td>
<td>99.56</td>
</tr>
</tbody>
</table>

Table 5. Compare Test Result of algorithms.
## Discussions

Based on the presented results, we can highlight some potential discussions and conclusions:

1. **AdaBoost Algorithm Performance**: The AdaBoost algorithm demonstrates excellent performance in the evaluation of heart failure-related diseases. With high accuracy, recall, and precision rates observed in both the training and testing datasets, the algorithm showcases its strong ability to accurately identify such conditions.

2. **Stacking Algorithm Performance**: Although the Stacking algorithm demonstrated ideal performance in the training dataset, its performance was slightly lower in the testing dataset. Two algorithms, Random Forest and XGB, were used as the stack, with Logistic Regression as the output. The small number of stacked algorithms may be the reason behind this performance difference.

3. **Random Forest Algorithm Performance**: The results show that the Random Forest algorithm has achieved good performance but slightly lower than AdaBoost in the testing dataset. There may be a need to review and improve the factors influencing the performance of this algorithm.

4. **Importance of Feature Analysis and Selection**: Based on the use of only five features out of a total of 13 in the study, it can be said that accurate feature analysis and selection play a significant role in improving the performance of algorithms. Further studies should be considered for more analysis and verification of the importance of different features.

5. **Statistical Metrics Performance**: The values of statistical metrics such as Cohen’s kappa and F-measure indicate that the statistical models used have a good ability to predict heart failure-related cases. There may be additional improvements to be considered to enhance the values of these metrics.

## Conclusion

In this paper, 3 Ensemble learning algorithms were compared and the AdaBoost algorithm gave the highest prediction in the dataset cardiovascular diseases (CVDs). It can be said that in diagnosing diseases using data mining algorithms, it is not possible to rely on Accuracy scales as a measure of the model’s accuracy in prediction, the important thing is to know the degree to which the model fully understands the positive correct and negative correct states to give a correct and reliable accuracy ratio. The AdaBoost algorithm has proven to work in medical datasets more than the Random Forest Algorithm and the Stacking Algorithm.
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A COMPUTERIZED SYSTEM FOR MONITORING AND INFORMING ABOUT ANY UNAUTHORIZED DRILLING OPERATIONS NEAR THE CABLES
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Abstract: The biggest challenge is to protect the cables in cities and villages from random excavations, as the protection of these cables by traditional methods such as concrete and some cement stones is not sufficient. It has become necessary to search for effective and alternative protection techniques that can protect the cables. In this paper, a novel method is proposed to design a drill monitoring system for early warning using fiber optic distributed acoustic sensing systems (DAS) based on phase OTDR. The proposed method has three stages. The first stage is to use buried fiber optic cable as a sensing system to detect any activity such as drilling or digging near the cable. The second stage is the processing system; in this stage, the sensed signal is de-noised using a wavelet transform, and then the difference is used for high pass filtering. This phase includes the autocorrelation to improve the interferometric visibility of the movements or threats near the goal area via a fiber optic cable. Moreover, the correlated signal power is computed and sent to the test and comparison stages. In the last stage, all signals are compared with a predefined threshold; if the average exceeds the threshold, the discrete signal is considered to be high, and there is drilling near cables; otherwise, the signals are considered to be undesired signals. Different types of activities were used at different SNR levels to assess the effects of the proposed method on detection performance. The results show the effectiveness of the used system for early drilling detection to protect the cables.

Keywords: (Acoustic sensing, DAS systems, sensing, monitoring system)

Introduction

The usage of fiber optic distributed acoustic sensing (DAS) in recent years has attracted extreme attention in the discipline of acoustic and vibration detection in current years. Essentially, it’s miles based on the measurement of Rayleigh scattered light, which happens while the light traveling in fiber optic cables scatters again alongside the sensor cable path because of imperfections (referred to as "scattering centers") measured at the sender end [1]. According to a theory, mechanical vibrations take place because of threat movements or physical activities, which happen around the buried fiber cable because they create fluctuations in the form of backscattered light. Researchers have
investigated such fluctuations and classified them. For this purpose, a phase-sensitive technique called “optical time-domain reflectometry (Phase-OTDR) was developed over the last 25 years to conduct distributed acoustic sensing [2, 3]. Contrary to the traditional OTDRs, Phase-OTDR pulses have coherent lights, which are transmitted through fiber optic cables; so, sensing is done through the relative phases of reflected fields of the scattering centers. For monitoring multi-point acoustic vibrations throughout a fiber cable, it gives an efficient method. For DAS, phase-sensitive OTDR is not only the used method in DAS system. Many other methods are used, which apply optical frequency domain reflectometry (OFDR). Both these major approaches differ based on the used detection method; some of them use direct detection while the other uses coherent (heterodyne) detection. The former is easier-to-implement because it uses a low-constraint optical signal as compared to the later. The coherent detection method assures a longer dynamic range and higher SNR [3]. The effectiveness of the DAS system can also be assessed by its different applications, for example, it is used in structural crack detection [4], railroad and safety monitoring [5, 6], Long Perimeter Monitoring [7], location information of intruder [8], structural health monitoring [2], intrusion detection and security mentoring [9, 14], detection performance improvement in complicated noisy environments [10, 11]. A backscattered signal, which is sensed in a phase-OTDR DAS system, has significantly lower signal-to-noise ratio (SNR) that influences the systems vibration detection [12], monitoring multiple dynamic events in real time [15]. Networking of underwater acoustic sensors is the technology behind a wide range of applications including coastal surveillance, oil platform monitoring, earthquake and tsunami early warning [16].

**Background (Literature Survey)**

The method is a combination of correlation matching and Short Time Fourier Transform (STFT) to detect and analyze events using OTDR. This method achieves high accuracy and efficiency.

Continuous Wavelet Transform (CWT) has been proposed as another used method for detecting non-stationary signals using a distributed phase OTDR based vibration sensor. The time-frequency information regarding a event can be obtained through continuous wavelet transform methods. The wavelet ridge detection method gives information about the frequency evolution with the help of the CWT scalogram. This reported time-frequency analysis is a powerful tool for stationary/non stationary vibration signals in the system.
A technique called “curvelet de-noising” has been proposed for noise removal in the time domain, and also for improving the system’s detection performance using phase-sensitive optical time-domain reflectometry. In this context, gray image means raw data traces while curvelet transformation means removed noise. The vibration detection in a sensing path has been shown. In this method, the SNR has increased to 7.8dB.

A new technique to remove the effect of fading noise has been discovered, which is now used in distributed acoustic sensing systems [11]. This method has used the temporal adaptive f-OTDR signal processing method. In this context, the fundamental theory suggests SNR maximization, and the results have demonstrated that it is possible to achieve above 10dB SNR values without system bandwidth reduction and it does not need any optical amplifier.

A novel empirical mode separation method has been used in the detection system of wireless communication signal transceivers. The empirical mode method is used in the detection system to separate signal modes and then component analysis is applied to extract certain properties. This system is successful for low SNR transient signals and is certainly superior to other techniques. The system is successful in classifying specific transmitters and they can also be used for wireless communication for security purposes.

**Distributed acoustic sensing system**

In distributed acoustic sensing system the whole fiber acts like a multi-sensor, so it is very sensitive to environmental noise and all vibrations that happen near the cable path. The main idea of this system is to process and locate the backscattered light in an optical fiber to detect and extract changes, which happened at a specific point along the sensing path in DAS. Typically, one of the backscattered lights that occurred in the optical fiber is called Rayleigh scattering [3], which is a form of elastic scattering, in which, the scattered light frequency is similar to the incident light. Distributed acoustic sensing (DAS) is a technology that uses Rayleigh backscattering in a buried fiber-optic cable to detect vibration signals around the sensing path by sending laser pulses along the buried fiber cable. Small imperfections within the fiber cause light backscatter. Many activities cause vibration around the sensing path such as moving vehicles, hitting, or digging by different tools besides many other vibrations with
distinct acoustic characteristics. Threat vibration along the fiber path causes this backscattering light then, Rayleigh backscattering measured and processed to localize and extract the threats [1, 3].

Proposed Method

The proposed method as shown in the block diagram as shown in Fig. 1.

Fig. 1: The proposed method.

- Sensing stage

The main idea of sensing stage is to sense any activity or drilling near the cable by locating the backscattered light using phase OTDR. Phase OTDR measures the Rayleigh backscatter for each transmitted pulse. The characteristics change due to any mechanical vibrations that interact with the buried fiber optic cable and any changes that happened at a specific point along the sensing path are send to the processing stage.

- Processing stage

The goal in this stage is to identify and extract the event y(t) that was sensed near the cable from the whole signal x(t) by removing the noise g(t), as illustrated in equation (1).

\[ x(t) = y(t) + g(t) \]  

where \( x(t) \) is the backscattered signal, \( y(t) \) is the event signal (drill signal), and \( g(t) \) is the noise. The goal is to extract the event signal \( y(t) \) from the backscattered signal while suppressing the noise \( g(t) \). The technique starts with noise reduction \( g(t) \) from \( x(t) \) to find the goal signal \( y(t) \) using wavelet de-noising method [3, 16]. On different scales, wavelets can localize the signal features; so, during the noise removal, preserving important signal features is possible, using Symlets at level 5, sym5 wavelets are used to decompose the DAS data for each channel [13]. Effectively remove the noise of the
system and other environmental interferences. Then the difference is used for high pass filtering and extracting the changes as shown in Fig. 2.

![Fig. 2: Difference in time domain.](image)

This phase includes autocorrelation to improve the interferometric visibility of the digging near the cable in all areas over a fiber optic cable. Moreover, the correlated signal power is computed and then sent to the next stage.

**Test and comparison stage**

In the third stage, all signals are compared with a predefined threshold, if the average of these signals exceeds the threshold, the discrete signal is considered to be high, and there is drilling near the cables, then an alarm signal sent from the system to the main system to show the position of the threat and alarm messages sent to all units. If the signals do not exceed the threshold, they are deemed undesirable and ignored. The drill detection architecture system is depicted in Fig. 3.

![Fig.3: Drill Detection architecture system](image)

**Experimental results**

The proposed method tested with different captured data called this called raw data as shown in Fig. 4.

![Fig. 4: The waterfall graph of raw data.](image)
As an illustration, the activity near the cable that have been tested in this study and de-noised by applying Wavelet method as shown in Fig. 5.

![Wavelet denoising data](image1.png)

**Fig. 5:** De-noising data using wavelet.

Then difference in the time domain approach is used to find the abrupt changes in the signal. Then the power of each signal is estimated. It is based on relation of Parseval that can be expressed as in equation (2).

\[
\sum_{m=0}^{N-1}|y_{diff}[c,m]|^2
\]  

(2)

where \(m\) is the digital time index, and \(c\) is the measurement point on the cable and \(y_{diff}\) is the drill signal and \(N\) is the number of samples used for signal power estimation as shown in Fig. 6.

![Power of signals at each bin](image2.png)

**Fig. 6:** The power of signals at each bin.

Finally, the data is sorted, and we found the maximum-valued bins, which correspond to the drilling events as illustrated in Fig. 7.

![Best events detected in the range bins](image3.png)

**Fig. 7:** The best events detected in the range bins (7 drilling hits).

**Conclusion**

The current paper has presented a new
technique to detect any unauthorized drilling operations near the cables using phase-OTDR-based fiber optic distributed acoustic sensing systems, which combines the difference in the time domain and the wavelet de-noising with autocorrelation, which is conducted during the detection stage. We applied a series of tests for recorded and created data sets collected from different tools, hammer, pickaxe, and shovel. This technique uses a different approach to event detection that combines Wavelet de-noising and difference-in-time-domain methods with the autocorrelation process. Since wavelet de-noising is used for removing noise from measured backscattered signals, we used difference in time domain approach between the consecutive pulses to extract abrupt signal changes and to perform high-pass filtering in the signal, and then, to decide whether the signal should be removed, we used the autocorrelation function in all the ranges throughout the sensing fiber cable, which compares a signal with its own time-delayed version in every bin. Then, each of the calculated values is compared to a predefined threshold. If it exceeds the threshold, the discrete signal is considered as highly correlated while others are considered as undesired (uncorrelated) signals. We calculated the power of the correlated signal in the last phase at each bin and sorted it in a vector form in descending order, which shows that the maximum-valued bins were event signals. These signals are sent to the main system, and the system sends alert signals to all control systems, providing them with all information about the threat and its location to take the necessary action. System performance is evaluated at various SNR levels. The results shows that the method is quite effective in reducing the strong background noise and making it easy to detect any unauthorized drilling operations near the cables. This technique can be easily generalized to identify different types of threats of interest for many security applications.
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الملخص: التحدي الأكبر هو حماية الكابلات في المدن والقرى من الحفريات العشوائية ، حيث أن حماية هذه الكابلات بالطرق التقليدية كالخرسانة وبعض أجزاء الأسمنت غير كافية. أصبح من الضروري البحث عن تقنيات حماية فعالة وبديلة يمكنها حماية الكابلات. في هذا البحث ، تم اقتراح طريقة جديدة لتصميم نظام مراقبة الحفر للإذار المبكر (DAS) باستخدام أنظمة الاستشعار الصوتي الموزعة بالآلياف الضوئية (OTDR). على أساس المرحلة المتقدمة لها ثلاث مراحل. تتمثل المرحلة الأولى في استخدام كابل الألياف الضوئية المفون كنظام استشعار لأكتشاف أي نشاط مثل الحفر أو الحفر بالقرب من الكابل. المرحلة الثانية هي نظام المراقبة؛ في هذه المرحلة ، يتم إحداث الضوضاء من الإشارة المحسوسة باستخدام تحرير موجي ، ثم يتم استخدام الفرق لتصفية التمزيق.
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Abstract: The advances in semiconductor generation have greatly improved the scale of integration. Today virtual systems are extra complicated than ever earlier than. These complex circuits are greater susceptible temporary and intermittent faulty. The complexity of the digital circuits results in extra crosstalk, noise, and different assets of temporary errors during normal operations. Conventional offline testing techniques cannot guarantee detection of these faults; they can be detected by using online or concurrent error detection (CED). Concurrent error detection methods allow digital systems to affirm the correctness in their effects in the course of regular operation. Berger Code is one of the famous codes for CED applications because it could stumble on all unidirectional errors in digital structures. This paper proposes a layout to achieve the self-checking checker used of Berger code as a means of incorporating CED right into a self-checking for the rotate register.

Keywords: Berger Code, rotator register, Two-Rail Checker (TRC), Self-checking

Introduction

Since the 1960s, concurrent error detection techniques have been used extensively in commercial digital systems [1]. Concurrent error detection’s primary goal is to perform real-time checks on system outputs to ensure data integrity by identifying temporary or permanent faults while the system is functioning normally. Concurrent error detection makes it possible to find errors as the system is running. is essential for a broad range of applications, from avionics and space to telephone switching networks, online transaction processing, etc. An online error detector of your choice can be added to a computer system. These detectors operate under the fundamental principle of redundancy in hardware replication, information (redundant codes), software, or execution time. Redundancy is the use of additional resources above and beyond what is necessary for an unchecked system [2]. By some other words this redundancy can take the form of additional hardware (hardware redundancy), additional software (software redundancy), additional information (information redundancy), or multiple code executions on a single piece of hardware (time redundancy) [3]. Only information redundancy using Berger code checkers in Totally Self-Checking (TSC) is the focus of this paper.
1. **Rotate register**

A rotate register is a virtual circuit includes a cascade of flip flops, wherein the output of one flip flop is connected to the input of the subsequent turn flop. The data stored within the rotate register can be shifted from one location to the following vicinity. An N-bits rotate register can be shaped by means of connecting N-flip-flops where each flip-flop keep a single bit of data. Registers are used for data storage or for the motion of data; they're normally used interior Calculators or computer systems to save data inclusive of two Binary numbers before they're added together, or to convert data from both a parallel to serial or serial to parallel layout [4]. Figure 1 shows the impact of facts motion from left to right through a rotate register.

Since the 1960s, concurrent error detection techniques have been used extensively in commercial digital systems [1]. Concurrent error detection's primary goal is to perform real-time checks on system outputs to ensure data integrity by identifying temporary or permanent faults while the system is functioning normally. Concurrent error detection makes it possible to find errors as the system is running, is essential for a broad range of applications, from avionics and space to telephone switching networks, online transaction processing, etc. An online error detector of your choice can be added to a computer system. These detectors operate under the fundamental principle of redundancy in hardware replication, information (redundant codes), software, or execution time. Redundancy is the use of additional resources above and beyond what is necessary for an unchecked system [2]. By some other words this redundancy can take the form of additional hardware (hardware redundancy), additional software (software redundancy), additional information (information redundancy), or multiple code executions on a single piece of hardware (time redundancy) [3]. Only information redundancy using Berger code checkers in Totally Self-Checking (TSC) is the focus of this paper.

![Rotate register diagram](image)

**Fig. 1:** rotate register.

Figure 2 shows rotate right operation, the serial output of the register is connected to the serial input of the register.
Fig. 2: rotate Right register.

By applying clock pulses data is shifted right. The data shifted out of the serial out pin at the right hand side is recirculated back into the shift register input at the left hand side. Thus the data is rotated right within the register. Figure 3 shows rotate left operation, the serial output of the register is connected to the serial input of the register.

Fig. 3: rotate Left register.

By applying clock pulses data is shifted left. The data shifted out of the serial out pin at the left hand side is recirculated back into the shift register input at the right hand side. Thus the data is rotated left within the register.

2. SELF-CHECKING CIRCUITS

Self-checking is the capability of a logic component (chips, boards, or assembled system) to automatically check for errors [5]. Self-checking circuits enable on-line error detection, which enables faults to be found as the circuit is being used normally. It has the ability to identify both temporary and irreversible faults [6]. To the original circuit (functional unit), it is intended to add some circuitry. If there is an error in the functional unit, this additional circuit will check the output of the functional unit to ascertain it [7].

Self-checking circuits can be designed using a variety of codes. Only separable codes that separate the information bits from the check bits are the focus of this paper. The Berger code converts a word’s number of 1s into a binary representation. The count is added to the data after the binary word is completed. The best AUED (All Unidirectional Error Detecting) codes are called Berger codes. It can identify all unidirectional bit errors, such as when one or more ones become zeros, but it cannot recognize when zeros become ones. The error won’t be noticed if the same number of bits flip from one to zero as they do from zero to one [8].

Two-Rail Checker (TRC) A one bit output is insufficient for a Totally Self-Checking (TSC) circuit because a stuck-at-fault on the output resulting in the “good” output could not be detected [2, 9, 10, 11]. A two rail (1-out-of-2) code is typically used to encode the output of a TSC circuit. Two complementary codewords are compared using a two-rail checker unit (TRC). The checker decides whether the functional circuit’s output is an acceptable or unacceptable codeword [2].

Figure 4’s block diagram depicted the suggested design for the self-checking rotator register checker. The proposed 4-bit Rotator Left/Right register resembles a shift register with taps added to each stage of input and output in a serial-in/serial-out design. Din (Serial Input) is where serial data shifts in. The first Din bit data appears at (Q4) after a certain number of clocks that is equal to the number of bits. Start by entering the rightmost bit of the four bits (1001) into the register. As soon as data are entered into the register, the Check Symbol Generator (CSG) generates a code word for the data, which is then stored in the 3-bit register and used to compare the inputs from the two rails.

Self-checking can be defined as the ability to automatically check logic (chip, board, or assembled system) for errors [5]. A self-checking circuit allows online fault detection. This means that faults can be detected during normal operation of the circuit. It can detect the presence of both transient and permanent errors [6]. The idea is to add some circuits to the original circuit (functional unit). This
additional circuitry examines the outputs of the functional units and determines if the functional units are faulty [7]. Many codes can be used to design self-checking circuits. This article will only focus on separable code where the information bit is separated from the check bit. A Berger code counts the number of ones in a word and represents it in binary. Complement binary words and add counts to the data. The Berger code is the best systematic AUED (All Unidirectional Error Detecting) code detects all unidirectional errors. If one or more 1’s are converted to 0’s, they can be identified, but if 0’s are converted to 1’s at the same time, they are not. If the same number of bits changes from 1 to 0 as they change from 0 to 1, no error is detected [8]. A 1-bit output is not sufficient for a full self-test (TSC) circuit because it cannot detect stuck-at faults in the output that lead to a 2-Rail Checker (TRC) “good” output [2, 9], 10, 11]. The output of the TSC circuit is typically encoded with a two-rail (1 of 2) code. A Two-Rail Checker Unit (TRC) is used to compare two complementary codewords. A validator determines whether the output of a functional circuit is a valid or invalid codeword [2]. The block diagram in Figure 4 shows a proposed design for implementing a self-checking rotator register checker. The proposed 4-bit rotator left/right register looks like a serial-in/serial-out shift register with additional taps at each input and output stage. Serial data is inserted into Din (serial input). After a number of clocks equal to the number of bits, the first Din bit data appears on (Q4). Enter 4 bits (1001) into the register, starting with the rightmost bit. As data enters a register, a check symbol generator (CSG) generates codewords for the data. A 3-bit register contains complementary codewords used at the two rail inputs for comparison.

Since no information bit is discarded except for their position the Berger check of the result of rotate operation is simply the Berger check of the operand, since no information bit and the numbers of 1’s is the same, if no error is detected. After the operation of register rotate (left/right) done, the CSG generates new check bits code for that word. In order to detect faults on the word after the operation we drive the stored check bits code and the inverted created one to the Two-rail checker. The steps in the checking procedure can be implemented as shows the flowchart in figure 5. The designs are implemented in Verilog HDL for simulation and synthesis. The Waveforms below shows the output of the Simulation Processor. The waveform in Figure 6 shows the Reset register, loading data to the rotator register and execute the rotate left / rotate right to the loaded Data, so the signals as follow:
CLK: clock signal. Din: Data in shows the input data into the register. Q1: first Bit of the output data shows the value of first bit in the register. Q2: second Bit of the output data shows the value of second bit in the register. Q3: third Bit of the output data shows the value of third bit in the register. Q4: fourth Bit of the output data shows the value of fourth bit in the register. The table 1 shows the control state for the used register. The waveform in Fig. 6: Waveform shows loading data to the rotator register.

**Table 1**: control state for the register.

<table>
<thead>
<tr>
<th>RL</th>
<th>RR</th>
<th>Operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>Reset register</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>rotate right</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>rotate left</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>Load data</td>
</tr>
</tbody>
</table>

Figure 7 shows the Berger Code check symbol Generator for 4-bit, where the input for CSG is the output for the 4-bit rotator register, the signals as follow:

CLK: clock signal. Q1: first Bit of the output data shows the value of first bit in the register. Q2: second Bit of the output data shows the value of second bit in the register. Q3: third Bit of the output data shows the value of third bit in the register. Q4: fourth Bit of the output data shows the value of fourth bit in the register. Sig21: first Bit of the CSG output shows the value of first bit in the CSG.
output. Sig22: second Bit of the CSG output shows the value of second bit in the CSG output. Sig23: third Bit of the CSG output shows the value of third bit in the CSG output. The waveform in the Figure 8 shows the implementation loaded data to the register, generate the check symbol bits word, pushed in complement of the check symbol bits word to 3-bit register, rotate left/right the register, drive data to two rail checker, and obtain the result.

Fig. 8: Waveform shows the Simulation of rotator implementation processor.

3. Conclusion
This paper presents a technique for implementing fault secure rotators based on Berger code. In this design Berger code generator generates check bits code for each input word of the shift register, since no information bit and the numbers of 1’s is the same, if no error is detected. After the operation of register rotate left/right done, the Berger code generator generates check bits code for that word. In order to detect faults on the word after the operation we drive the stored check bits code and the inverted created one to the Two -rail checker. This design achieves high levels of reliability by means of moderate hardware cost. The system can detect all Unidirectional Error in the rotator.
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Abstract: The study aimed to build a proposed e-training program to develop the skills of using cloud computing (Google Drive apps) among university students using the Moodle e-learning system and according to the instructional design system ADDIE, the program included five training modules.

To achieve the objective of the study, the extent to which students possess the skills of using cloud computing applications was measured through a questionnaire about the study, where the sample of the study was 98 students from Bani Walid University.

The results showed that many students do not have the skills to use cloud computing applications, which led to the proposal to design and build an e-training program that will have an impact and effectiveness on the development of these skills among students. At the conclusion of the study, the researcher recommended a set of recommendations that could contribute to the development of the skills of using cloud computing among students in the teaching and learning processes in various curricula, whether at the undergraduate or graduate level.
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Introduction

Cloud Computing applications are an important thing because they offer a solution to some of the barriers to adoption of e-learning by providing you with a large public resource that can be used by all members of an educational institution without requiring an infrastructure, in addition cloud computing applications provides communication and collaboration tools between users such as e-mail, contact list, calendar and notepad, as well as office applications such as storing documents, creating documents and sharing with others, and a working platform Applications, for example: support for creating websites, using educational management systems.

This study aims to highlight on the most important technological applications that have
a significant impact on the teaching and learning processes, it is cloud computing applications and how to benefit from it for the learner, through building a proposed e-training program to develop the skills of university students using these applications, which meet the required and constantly changing training needs, overcome the boundaries of time and space, and provide an interactive e-training environment.

**Problem of study**

Through my work, noticed that most students do not use cloud computing applications and do not know the importance of these applications in the teaching and learning processes, which they must have to keep up with the technological development in education.

**Objectives of study**

The study aims to achieve the following goals:

- Building an e-training system using Moodle that includes educational content and training courses focused on enhancing students’ cloud computing skills.
- Encourage students to use cloud computing applications in study and work, analyze their benefits, disadvantages and compare them with traditional computing.
- Provide the necessary technical support and guidance to students in case they encounter problems while using cloud computing applications.

**Importance of study**

The importance of the study is the following:

- The proposed e-training program using the Moodle helps students to use cloud computing applications in collaborative learning through collective participation among themselves.
- The proposed e-training program provides an opportunity to provide faculty members with a practical program that includes how to use cloud computing applications in teaching.
- The results of this study benefit curriculum developers in building e-courses using cloud computing applications.

**Cloud computing**

Rashid and Chaturvedi [1] define Cloud Computing "is the use of hardware and software to deliver a service over a network (typically the Internet) with cloud computing, users can access files and use applications from any device that can access the Internet".

According to the researcher, all the previous definitions agreed between them on the existence of a virtual place as a computer frame storage platform, accessed via the internet, which is an essential element to
access the cloud, this place contains storage space in addition because it converts computer programs and technologies from productive technologies to services that provide fast processing through a series of devices and servers somewhere, thus saving the user storage space, software purchase, maintenance and development costs, and therefore the user's focus is on using this services only.

**Cloud computing types**

Cloud computing has several types for providing services and applications to educational and other institutions, this can be illustrated as follows:

- **Software as a service (SaaS)**
  Namely, you use a specific application stored in the cloud, for example, a word program located in the data centre, and you connect to it via the internet and write in it, modify and add data, and then get the output from it, and all this while you are in the cloud and your device is only the communication tool, and the user here cannot control the operating system in the cloud and does not control the hardware nor the network connection, and YouTube can be considered within this classification.

- **Platforms as a service (PaaS)**
  Using the cloud as a platform to put several applications on it and can work on all of them, you can also put a complete operating system as well, and there is integration between applications, for example, something can be designed with Photoshop and then inserted to another application, which moves and adds effects, so you get a video clip with sound like Google Apps, a platform that allows you to add applications as desired.

- **Infrastructure as a service (IaaS)**
  Here the cloud is treated as an infrastructure limited by a certain processing capacity, storage space and a certain number of users, and you are free to use it in the way that suits you, for example, you can install several operating systems, install several applications on each system and allow a certain number of users to enter each operating system to use its applications without allowing confusion between them.

The diversity of the former cloud components and the multiplicity of their services can serve the educational process very effectively, as these components provide the educational institution with the infrastructure for computing education, as well as the high cost of creating huge servers, purchasing programs and facilitating the preparation of electronic courses in accordance with the electronic capabilities of students. In computing, we have free applications that are easy to access collectively from several users via the internet and do many educational services, such as Google applications, which have created many
educational applications in its cloud and allocated a special section for them, and we also have free electronic platforms through which we can develop applications and software for the institution affiliated with electronic courses and various auxiliary enrichment programs that excite students and give an atmosphere of fun with benefit, as well as we have an infrastructure that has a processing capacity that may not be available within the institution’s network and exceeds its computing capacity, in addition to huge storage spaces such as that provided by Google, which starts from 15 GB for free and reaches to 16 TB for a certain amount is considered cheap in front of the size of the benefit to the organization due to the use of these spaces and applications.

**Services provided by cloud computing for universities**

- Accommodate the dependencies of the rapid increase in the use of the mobile device.
- Storage of expanded amounts of sensitive data and easily accessible information.
- Getting the latest software and Application Updates.
- Simplify the enrolment and admission processes at universities, which are expensive and time-consuming processes.
- It allows more flexibility and multiple options that enhance Effectiveness, raise efficiency in organizations by increasing productivity and reducing cost.
- Taking advantage of the huge infrastructure provided by cloud services to carry out practical tests and experiments, so it copes with the great developments that have occurred in recent years in the computer industry.
- Some complex calculations take years to perform on high-end computers, while companies such as Google and Amazon and their clouds of thousands of servers connected to each other make it possible to perform such calculations in minutes or hours from anywhere in the world where internet service is available.

**Construction and design of the proposed e-training program**

The process of building training programs is a key stage in the methodology of the training process, during which the objectives of the program are formulated, its content is determined in terms of topics, activities, events, diagnostics of training methods for its implementation, identification of other requirements required by the implementation process, and all this is done in the light of scientific assessment of the actual training
There are many educational design models related to the production of electronic training programs, and among these models are: ADDIE Instructional design model, Kemp model, Waterfall model and others. During this study, the researcher chose the ADDIE Instructional design model for the following reasons:

- Clarity of the form steps and their sequence.
- A general model based on its steps is considered to be the dominant of other models. The model establishes a specific, structured and flexible framework for the design of training programs.
- All these steps are suitable for building a training program based on the Moodle course management system, and it is considered one of the models with high flexibility to build research tools and materials.

The model consists of five steps that represent its name, namely: Analysis, design, development, implementation, evaluation. The following are the steps to build the e-training program that was designed and built in this study.

1. **The analysis phase**

It represents the basic and important stage for all other stages. The most important training needs were identified in order to design an electronic training program to develop the skills of using cloud computing applications for university students. The results of the study showed through a questionnaire to measure students’ possession of the skills of using cloud computing applications conducted on 98 students from Baniwalid University, that 69 students, 70.4%, do not have the skills of using cloud computing applications. Therefore, the study highlighted the need for students to learn cloud computing skills, through electronic training programs that bring them those knowledge and skills. Through the above, the training needs of the e-training program have been identified as follows:

- The cognitive aspect of students:
  - Knowledge about cloud computing and how to use it in education.
  - Knowledge of the Google Drive application and how to use it in education.
  - Knowledge of Google Docs and how to use them in education.
  - Knowledge of Google presentations and how to use them in education.
  - Knowledge of Google models and how to use them in education.

- The skill side of students:
2. Defining the general objectives of the E-Training Program

The general objectives of any training program are one of the most important procedural steps in the design of the program, as they play an important role in determining the elements of the content of the program, as well as choosing the appropriate means and methods to achieve the desired goals of this program. The general goal of the program was set, which is to develop the skills of using cloud computing applications among university students, and then set the goals for the training program as follows:

- Students acquire theoretical knowledge of cloud computing, its applications and its importance in education.
- Students acquire knowledge and skills related to the Google Drive application and employ it in education.
- Students acquire the skills to deal with Google presentations and employ them in education.
- Students acquire the skills to deal with Google documents and employ them in education.
- Students acquire the skills to deal with Google Forms and employ them in education.

3. Development of the training content of the program

After defining the general outlines of the training program and formulating the goals, the scientific content of the training program was determined, formulated and organized based on the method of task analysis. The training content included five modules arranged according to the skills to be learned in a sequential and graduated manner from easy to difficult, from simple to complex, from knowledge to performance, and related to the previous experiences of students.

The content sequence has been organized in the form of training modules as shown in the following table:

<table>
<thead>
<tr>
<th>Training Modules</th>
<th>Sub-elements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## Introductory module

The concept of cloud computing.
The basic components of cloud computing.
Characteristics of cloud computing.
Types of cloud computing.
Cloud computing services in education.

## Google Drive app

The concept of the Google Drive app.
Types of documents that can be edited through the Google Drive app.
Advantages of using the Google Drive app.
Create a Gmail email.
Login to Google Drive.
The main components of the Google Drive screen.

## Google Docs

Create the document.
Change & Copy the document language.
Convert the document type.
Publish the document on the web.
Document settings change.
Print the document.
Insert photos into the document.
Insert an equation into the document.
Insert a drawing into the document.
Insert a table into the document.
Control the properties of the table.
Add written comments.
Add audio comments.
Insert the table of contents.
Format the text.
Proofreading the document by spelling.
Search for the topic in Google.
Send the file by e-mail as an attachment.
Share files with others electronically.

## Google Slides

The capabilities of the Google presentations editor.
Create a presentation.
Import slides.
Display format.
Publish the offer on the web.
Add movements to the presentation.
Insert photos to the display.
Insert a video to the presentation.
Add a comment to the offer.
Add & Delete a new slide.
Change the background.
Change the appearance.
Change the order of the slides.
Turn on the display.

## Google Forms

Definition of Google Forms.
The possibilities of the Google Forms editor.
Create the form.
Rename the form.
Change the appearance of the model.
Write form questions.
Determine the type of question.
Add a new question.
Add photos of the model.
Add a video to the form.
Send the form by e-mail.
Share the form via Facebook, Twitter, Google+.
Accept responses.
View responses in spreadsheets.

## Google Forms

Definition of Google Forms.
The possibilities of the Google Forms editor.
Create the form.
Rename the form.
Change the appearance of the model.
4. **Design and implementation of the e-training program**

The proposed e-training program is designed and built according to the following steps:

- **The choice of the e-learning management system (Moodle),** where the latest version (4.2) was chosen to be the e-training environment for the current study, where the Moodle system is one of the e-learning management systems (LMS) available for free and open source, and its tools can be customized according to the requirements of the study, and this system aims to create an interactive environment through which trainers and trainees communicate with each other through many means such as delivering the training material to trainees or adding activities, assignments, tests or communication and dialogue through discussion forums.

- **Preparing a preliminary scheme for designing the e-training program in the form of stages and steps to help organize the e-training environment, and also facilitates the implementation of this scheme at the development stage.**

![Fig. 1: The first scheme for the design of the e-training program](image)

- **After the preparation of the design scheme is completed, the scheme is reviewed to ensure that all the necessary topics, elements and tools are available to achieve the goals of the E-Training Program.**

- **Assembling some multimedia elements necessary to build the electronic training program from various electronic sources such as Google search engine as well as Pinterest website that provides photo sharing service.**
• Download the Moodle version and install it to start building the E-Training Program, and then implement the design scheme and produce the proposed e-training program for this study.

• Then, entering the main screen, click on the icon of the e-training program and then enter the main page of the program as shown in Figure (4).

Fig. 2: Login screen

• After completing the registration process, the main screen of the program is accessed as shown in Figure (3).

Fig. 3: Main screen for entering the e-training program

Fig. 4: Main page of the e-training program

5. Evaluation of the e-training program
After the completion of the process of building and designing the proposed e-training program, the evaluation process of the contents and elements of the program comes to ensure the accuracy, clarity and effectiveness of all the contents and elements of this e-training program.

6. Modification of the e-training program
This step comes in order to review the most important strengths and weaknesses of the program and its aim is to increase the effectiveness of the proposed electronic training program.

Conclusion
We conclude from this study that:
• The subject of the e-training program is one of the modern technological
innovations in the field of e-learning, which prompts students to learn the knowledge and skills related to this program in addition to their aspiration to deal with cloud computing applications.

- The method of using cloud computing applications (Google Drive app) is a fun and easy way that makes it easy for students to understand, which leads to an increase in students' achievement.
- The possibility of providing training according to the appropriate time and place for the student and also getting rid of the restriction of time and place that may restrict the student to receive training in the traditional way.
- Giving the student the opportunity to repeat the application several times without getting bored by entering the e-training program via tablets or smartphones more than once at any time he wants and from anywhere, and this may not be available to students in other training programs, as most other programs are done by viewing only.

Recommendations
According to the conclusions of the study, some of the following recommendations were made:

- The possibility of applying the E-Training Program proposed in this study to faculty members and students at universities in order to develop their skills in using cloud computing applications and help employ them in education.
- Expanding the use of cloud computing applications in education in general and the university stage in particular, due to its potential in developing a collaborative learning environment among students, in addition to increasing the effectiveness of learner-centered learning, it also reduces students' dependence on learning methods based on teacher activities.
- Guiding and motivating students to use cloud computing applications, including (Google Drive application) to complete projects and study assignments, which makes them able to learn from each other as well as see the work of other groups participating in (Google Drive) projects. E-learning centers at universities implement multiple strategies to employ cloud computing applications.
- Working on spreading awareness of cloud computing applications, employing them and relying on them in providing some courses that can be offered through these environments through holding conferences.
and workshops at various educational institutions.
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Abstract: Vulnerabilities and weaknesses of web applications are targeting by attackers. Therefore, penetration testing techniques are very important for building strategies which make the system is secure. This paper proposes a penetration testing model for phishing attack which is a common these days. The proposed model was implemented using the latest versions of VMware-machine, kali-Linux, and Windows 10. The Hiddeneye, Ngrok, and bitly tools were used. This was achieved by information gathering method. The obtained results of the phishing attack were identified and their appropriate countermeasures were defined.
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Introduction

This Phishing is a cybercrime in which scammers send a malicious email to individual(s) or mass users of any organization by impersonating a recognized individual or a business partner or a service provider, these emails are carefully created such that it is opened it without any suspicion. Criminals have countless methods and types of phishing emails to fake email users. Phishing is the electronic version of social engineering and has found a huge market in our email-obsessed world. Hackers send fraudulent emails out to literally millions of people, hoping a few will click on the attached links, documents, or pictures, with the goal of getting recipients to willingly provide valuable private information such as; social security numbers, passwords, banking numbers, PINs, credit card numbers and so on [1].
This can be achieved through a few different methods. Sometimes, cybercriminals trick email recipients into opening an email attachment that loads harmful malware onto their system. Other times, they fool recipients into providing sensitive personal information directly via web forms. Either way, these seemingly small mistakes could send serious ripples across an organization, compromising a corporate or personal security. These types of phishing attacks open the door for attackers to enter into the victim system and access confidential data like bank account details, credit card numbers, social security number, passwords, etc. [2]. Once the information is obtained, the phishers immediately send or sell it to people who misuse them. Sometimes, phishing not only results in loss of information but also injects viruses into the victim’s computer or phone. As soon as infected, phishers gain control over devices, through which they can send emails and messages to other people connected through the server.

According to the APWG report, the number of unique phishing websites had reached 73.80% from October 2017 to March 2018, and, 48.60% of the reported phishing incidents had used “.COM” domain. The domains and websites that interacted with assumed are safe, but hackers do trick us with different types of phishing attacks, by using impersonated domains and cloned websites. Scammers use Social Engineering to know the online behavior and preferences of the potential victim [3]. This helps them to craft a sophisticated attack.

According to the Kaspersky report in the second quarter of 2019, the average share of spam in global mail traffic cut down to 57.64%, while the Anti-Phishing system prohibited more than 130 million redirects to phishing sites, up 18 million during the previous reporting period. Throughout the second quarter of 2019, their security solutions detected a total of 43,907,840 malicious email attachments. The most prevalent malware in mail traffic was Exploit.MSOffice.CVE-2017-11882.gen with a share of 7.53%, while Backdoor.Win32.Androm, with an 8% share, was the most common malicious family [4].

In the third quarter of 2019, first place by prevalence in mail traffic went to the Office malware Exploit.MSOffice.CVE-2017-11882.gen (7.13%); in second place was the Worm.Win32.WBVB.vam worm (4.13%), and in third was another malware aimed at Microsoft Office users, Trojan.MSOffice.SAgent.gen (2.24%). In the third quarter of 2019, the Anti-Phishing system prevented 105,220,094 attempts to direct users to scam websites. The
percentage of unique attacked users was 11.28% of the total number of users of Kaspersky products worldwide. The rating of categories of organizations attacked by phishers is based on triggers of the Anti-Phishing component on user computers. It is activated every time the user attempts to open a phishing page, either by clicking a link in an email or a social media message, or as a result of malware activity. When the component is triggered, a banner is displayed in the browser warning the user about a potential threat. This is the first time, in 2019, the share of attacks on organizations in the Global Internet Portals category (23.81%) exceeded the share of attacks on credit organizations (22.46%). Social networks (20.48%) took third place [5].

PHISHING ATTACK

Phishing can take many forms and can be achieved with many tools and techniques. Here, we highlight the most common tools and techniques that are used to carry out phishing scams. There are many sophisticated types of phishing involving email fishing [6].

1. Email Phishing

Most phishing attacks are sent by email. The crook will register a fake domain that impersonators a genuine organization and sends thousands out thousands of common requests. The fake domain often involves character substitution, like using ‘r’ and ‘n’ next to each other to create ‘rn’ instead of ‘m’. There are some reasons why phishing attacks are frequently conducted through email:

• Wide Reach: Email is a widely used communication channel, with billions of emails sent and received every day. Attackers leverage this extensive reach to target a large number of potential victims simultaneously.

• Easy Spoofing: Attackers can easily spoof the sender's information in an email, making it appear as if the email is coming from a reputable source or a trusted organization. They may manipulate the display name, email address, or even use techniques like email header forgery to make the email seem legitimate.

• Social Engineering: Phishing emails often employ social engineering techniques to manipulate recipients into taking desired actions. They may use urgency, fear, curiosity, or the promise of rewards to entice users into clicking on malicious links, opening infected attachments, or disclosing sensitive information.

• Link Manipulation: Phishing emails commonly contain manipulated or fraudulent links. As mentioned earlier, attackers alter the URLs to lead recipients to fake websites that mimic legitimate ones. These fake sites are designed to collect login credentials or personal information.

• Malicious Attachments: Phishing emails may
also include attachments that contain malware or viruses. These attachments often masquerade as harmless files, such as PDFs, documents, or invoices, but they can infect the recipient’s device once opened.

- Automation and Scalability: Phishing attacks can be automated, allowing attackers to send a large volume of emails quickly and easily. They can use tools to generate phishing emails en masse, targeting a broad range of recipients and increasing the chances of success.

It's important to stay vigilant and exercise caution when interacting with emails, especially those that appear suspicious or unexpected. Be wary of unsolicited emails asking for personal information, urging immediate action, or containing suspicious links or attachments. Verify the legitimacy of emails independently, by contacting the supposed sender through a trusted source or using official contact information.

Alternatively, they might use the organization's name in the local part of the email address such as 'google@domainregistrar.com' in the hopes that the sender's name will simply appear as 'google' in the recipient’s inbox.

There are several ways to spot a phishing email. Here are some common signs to look out for:

- Phishing: Phishing attacks involve sending deceptive emails that appear to be from legitimate sources, such as banks, online services, or trusted organizations. The goal is to trick recipients into divulging sensitive information, such as login credentials, credit card numbers, or personal data.

- Spear Phishing: Spear phishing attacks are targeted phishing attempts aimed at specific individuals or organizations. Attackers gather information about their targets to create personalized and convincing emails, making it more likely for recipients to fall for the scam.

- Whaling: Whaling attacks are a form of spear phishing that specifically targets high-profile individuals like CEOs or senior executives. Attackers craft sophisticated emails pretending to be from trusted sources, aiming to trick these individuals into divulging sensitive information or performing actions that benefit the attacker.

- Email Spoofing: Email spoofing involves forging the sender's email address to make it appear as if the email is coming from someone else. Attackers can manipulate the "From" field to make it seem like the email is from a trusted source, tricking recipients into trusting the message and taking action.

- Malware Attachments: Attackers may send emails with malicious attachments, such as infected documents or executable files. Opening these attachments can result in the installation of malware on the recipient’s device, leading to unauthorized access, data theft, or other malicious activities.
• Man-in-the-Middle (MitM) Attacks: In a MitM attack, an attacker intercepts communication between the sender and recipient of an email. The attacker can eavesdrop on the conversation, modify the content of the emails, or even impersonate one of the parties involved.

• Email Account Compromise: Attackers may gain unauthorized access to someone's email account by guessing or stealing login credentials. Once they gain control, they can use the compromised account to launch further attacks, send spam, or access sensitive information.

• Phishing Sub-Domains: Attackers can create sub-domains that mimic legitimate websites to launch phishing attacks. For example, they may create a sub-domain like "login.example.com" that looks similar to a legitimate login page. Unsuspecting users who enter their credentials on such sub-domains unknowingly provide their information to the attacker.

2. Hidden URL phishing attack is a technique used by attackers to deceive users by hiding the actual destination of a URL within a seemingly legitimate one. This manipulation aims to trick users into clicking on the link, thinking it leads to a trusted website when, in reality, it redirects them to a malicious or fraudulent webpage. Here’s how a hidden URL phishing attack can occur:

• Text masking: Attackers can hide the actual URL by using text masking techniques. They may display a text hyperlink that appears legitimate but, when clicked, directs the user to a different website. For example, the displayed link may show "www.example.com," but the actual URL leads to a malicious site.

• HTML anchor tags: Attackers can leverage HTML anchor tags to manipulate the URL. By using code, they can specify a different URL in the anchor tag's "href" attribute than what is displayed to the user. This allows them to show a legitimate-looking link while redirecting users to a different site.

• URL shorteners: Attackers often use URL shortening services to mask the actual destination of a link. They generate a shortened URL that appears harmless or intriguing, but it leads to a malicious website. Users may not be able to discern the true
destination before clicking on the shortened link.

3. pop-up phishing attack, also known as a pop-up scam or pop-up phishing, is a tactic employed by attackers to deceive users through fraudulent pop-up windows. These pop-ups are designed to mimic legitimate websites or system messages in order to trick users into revealing sensitive information or downloading malware. Here's how a pop-up phishing attack typically works:

- **Unauthorized Pop-up Windows:** Attackers create pop-up windows that appear during browsing sessions or when visiting specific websites. These pop-ups may overlay the current page or open in new browser windows.

- **Mimicking Legitimate Sources:** Pop-up windows are designed to imitate trustworthy sources, such as legitimate websites, software updates, or system alerts. They may use logos, branding, or language similar to those used by reputable organizations to appear convincing.

- **Urgency and Fear Tactics:** Attackers often employ urgency or fear tactics to prompt users into taking immediate action. The pop-up may claim that the user’s computer is infected, personal data has been compromised, or their account is at risk. This creates a sense of urgency and can lead users to make hasty decisions without proper scrutiny.

- **Soliciting Personal Information:** Pop-up phishing attacks may request users to enter sensitive information, such as login credentials, credit card details, or personal identification information. The intention is to trick users into providing their confidential data, which can later be misused for identity theft or fraud.

- **Malware Downloads:** Pop-up windows can also trick users into downloading and installing malware-infected files or applications. These malicious downloads can compromise the user's device, leading to unauthorized access, data theft, or other harmful consequences.

**THE PROPOSED MODEL**

In this paper, a penetration testing model was proposed as a model to test the integrity and confidentiality of data on the network security throughout a particular four phases of
procedures as shown in “Fig. 1”. Several tools and techniques are used for social engineering and information gathering to generate the domain and attacks on the intended network security. Therefore, the test network laboratory was setup in attempt to simulate attacks on the given network with a few information about the target system or network, hence, the used type of penetration testing known as a grey-box approach. It reduces the number of irrelevant tests and minimize the possibility of damage to the system or network.

**LABAROTORY SETUP**

The proposed penetration testing model is implemented using specific tools and techniques. First, we have installed the VM Ware version 15.5, which is virtualization software that allows us to use different operating systems on the virtual machine, to emulate a cross-platform environment. Second, two machines OSs (Kali Linux and Windows 10) software were installed and the firewall is activated with each machine as depicted in "Fig. 2". Moreover, this OS software served as a target or victim machine throughout the test.

The HiddenEye, Ngrok, and Bitly are the main tools that were used to conduct the penetration test. The HiddenEye modern tool requires PHP and Python3 to be installed. The We have installed Ngrok tool on Kali machine, as one of the penetration testing tools during the victim exploitation process.

**Fig. 1: The Proposed Penetration Testing Model**

The overall process of penetration testing is divided into several phases collectively they form a comprehensive penetration testing methodology. Different methodologies may have different nomenclature for various phases, but these methodologies share the same objective. There are four phases as shown in "Fig. 2", to be used by the network penetration tester.
EXPERIMENTAL RESULTS

In this section, the implementation of phishing attack of the proposed model is presented with the obtained results. Such an attack is carried out as following:

• Step 1: the phishing attack is started by downloading the hiddeneye tool. We have selected the Google site to test the username and password against broken based on the hiddeneye sequence number which is 2 for the Google service as shown in "Fig. 3".

• Step 2, Ngrok tool (multiplatform tunneling) is selected as reverse proxy software to establish secure tunnels from a public endpoint such as Internet to a locally running network service while capturing all traffic for detailed inspection and replay [8]. "Fig. 4" shows establishing secure tunnels.

• Step 3: Identifying reverse connecting port of the victim machine for making redirects

![Fig. 2: Laboratory Infrastructure](image1)

![Fig. 3: Selecting Google Page](image2)

![Fig. 4: Establishing Secure Tunnels](image3)
connection via port 8080 using Ngrok tool for Kali Linux machine with domain generator. "Fig. 5" shows the implantation of this task.

**Fig. 5: Redirecting Connection Port**

- Step 4: Inserting a custom redirect URL 'google.com' as shown in "Fig. 6".

**Fig. 6: Redirecting URL**

- Step 5: A new URL is generated as shown in "Fig. 7". Then, it will be hided using bitly tool, that make the victim does not expect that such a link is sent from a server as shown in "Fig. 8". The hidden URL is sent either by creating a fake-email or through social media to make the user of a victim website clicking the link to confirm some information.

**Fig. 7: Generating URL by Ngrok.**

**Fig. 8: Hiding the URL.**

- Step 6: Finally, once the link is clicked by the victim, then user name and the password are obtained using hiddeneye tool. Moreover, specifications of the victim’s device, the public IP, and the state/country are displayed as shown in the "Fig. 10".
COUNTERMEASURES

The victim machine became compromised. So, the below proposed techniques should be considered and highly recommended as countermeasures to make a victim machine protected from phishing attack. Such techniques are listed as following:

- To make a victim machine protected from the pop-up phishing, users should avoid the responding for the popup windows that appear spontaneously and clicking a hyperlink. Moreover, block pop-ups in the browser settings and always log out of the banking sessions and other sensitive accounts as soon as the work is completed [9].
- Filter emails for phishing threats using multi software tools to detect a lot of malwares in an email and to detect known malicious URLs and security analytics to alert on unknown ones such as ‘Rapid7 UserInsight’ tool.
- Updating client-side, software, and plug-ins in
- Updating the operating systems, browsers, and its plug-ins such as Flash and Java. This is required due to some phishing emails include URLs to exploit vulnerabilities.
- Implementing 2-factor authentication and adding 2-factor authentication (2FA) to any external device to stop attackers from using stolen passwords.
- Training employees on security awareness due to any phishing attack can succeed only if a target victim clicks on the link. So, creating awareness and educating the employees and other users about the types of phishing attacks in the network is the best way to prevent phishing attacks.
- Reading sender’s email address carefully is also a way to prevent phishing attacks.
- Copying and pasting characters in an email address in the notepad to check the use of numeric or special characters.
- Checking the website address to avoid a fake address which is a very similar to the real one. For example, there is a typo in the link that people can easily miss: ‘www.citiibank.com’ instead of ‘www.citibank.com’, and ‘amazon.com,’ that will be redirected to ‘arnazon.com’, which belongs to the attacker.

CONCLUSIONS
We have presented a penetration testing model for phishing attack. Such a model was implemented and suitable counter measures were defined. We have found that security methodologies and tools, if properly utilized, can prove their usefulness for understanding the weaknesses of the network or system and how they might be exploited. Penetration testing is not an alternative to other security measures however, it can be used to complement the defence in depth principle. Moreover, the use of old systems should be avoided as it may have serious vulnerabilities.

Absolute security cannot be achieved, this is one of the fundamental principles of security, but a high rate of safety could be achieved through the implementation of network penetration testing periodically. Therefore, penetration testing techniques is very useful for building strategies for measuring the extent of securing data in order to improve the management performance, through the filtration of data.

Finally, in order to perform a successful penetration tests, the underlying methodology should use different security tools.
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Abstract: Image noise poses a significant challenge in digital image processing, impacting the quality and reliability of various applications. To address this issue, researchers have developed a multitude of noise removal techniques. In this article, we propose a Modified Wiener filter as a novel approach to combat image noise. Additionally, we explore and compare its performance with other well-known noise removal techniques, including the Adaptive Lee filter, adaptive median filter, and adaptive Wiener filter. By examining the unique characteristics, advantages, and limitations of each method, we aim to provide valuable insights into their effectiveness and applicability in real-world scenarios.
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Introduction

As digital images continue to play a vital role in fields such as medical imaging, remote sensing, and computer vision, the demand for robust noise removal techniques becomes increasingly important. To achieve this, researchers have devised advanced noise removal techniques such as the Adaptive Lee filter, adaptive median filter, and adaptive Wiener filter. These methods leverage adaptive algorithms and statistical approaches to adaptively estimate local image statistics and optimize noise reduction. By understanding the strengths and limitations of these techniques, researchers and practitioners can make informed decisions when selecting an appropriate method for their specific image denoising needs. In this article, we study these filters in addition to a proposed Modified Wiener filter, shedding light on their mechanisms and discussing their performance in various scenarios.
Literature Review

Image processing techniques play a crucial role in enhancing the quality of digital images by removing noise and artifacts. The adaptive median filter is an important method widely employed for noise reduction and preserving edge details. Here, we explore relevant studies and developments in the field of adaptive median filtering [1].

The adaptive median filter is an effective technique for noise removal, particularly in images with varying levels of noise and complex backgrounds. In their seminal work, P. K. Sahoo, S. Soltani, and K. C. Wong (1988) proposed the concept of the adaptive median filter, which analyzes the local neighborhood of pixels and adjusts the filter window size accordingly to adapt to different noise levels. Their method demonstrated superior noise reduction performance compared to traditional fixed-size median filters. Since the introduction of the adaptive median filter, several extensions and improvements have been proposed to enhance its capabilities. K. G. Cortelazzo and M. L. Trivedi (1994) introduced a modified adaptive median filter that incorporates spatial information to achieve better noise suppression in textured and non-textured regions. S. S. Again et al. (2007) presented an improved adaptive median filter that utilizes morphological operations to enhance the filtering process and handle impulse noise effectively. The adaptive median filter finds extensive applications in medical imaging, where preserving fine details and reducing noise are crucial for accurate diagnosis. In their study, R. Raju et al. (2014) applied the adaptive median filter to denoise magnetic resonance images, leading to improved image quality and more reliable analysis. Y. Wang, H. Yu, and Y. He (2020) proposed an adaptive median filtering approach for ultrasound image enhancement, enhancing the visibility of structures and improving diagnostic accuracy.

Materials and Methods:

1- Adaptive Lee Filter (ALF)

The Adaptive Lee filter is a widely used technique in image processing for speckle noise reduction in remote sensing and ultrasound imaging. This section provides an overview of the Adaptive Lee filter, its applications, and key studies in this field.

The Adaptive Lee filter is a statistical filtering technique that effectively suppresses speckle noise while preserving image details. It adaptively estimates the local statistics of the image, adjusting the filter parameters to achieve optimal noise reduction results. This filter is particularly useful in applications
where preserving image features and maintaining fine details are crucial.

Lee introduced the concept of the sigma filter, which is the foundation of the Adaptive Lee filter. The sigma filter estimates local statistics to adaptively adjust the filter parameters, providing effective speckle noise reduction [8].

Wu, Huang, and Liao proposed a new adaptive filter based on the Lee filter for speckle noise reduction in ultrasound images. The filter adaptively estimates the local statistics and incorporates a novel weight function to enhance noise reduction performance [14].

Bae and Kang developed an adaptive Lee filter specifically for polarimetric synthetic aperture radar (SAR) data. The filter adaptively estimates the covariance matrix to effectively reduce speckle noise in SAR images, improving image quality and interpretation [2].

Qu, Huang, and Xu proposed an adaptive polarimetric Lee filter for speckle noise reduction in polarimetric SAR images. The filter adaptively estimates the covariance matrix of polarimetric data to achieve optimal noise reduction while preserving polarimetric information [11].

These studies by Lee, Wu et al., Bae and Kang, and Qu et al. have contributed significantly to the development and application of the Adaptive Lee filter in different domains. These studies showcase the effectiveness of the Adaptive Lee filter in enhancing image quality while suppressing speckle noise.

The Lee filter (LF) stands as an adaptive filter for noise diminution that conserves the edges of the image for effective used. The mathematical illustration for LF denoising is formulated as given in equ (1).

$$H = \bar{m} + W \times (C - \bar{m})$$  \hspace{1cm} (1)

Where, represents a denoised image, indicates mean intensity of the filter window, implies the weight function and is a central element in the filter window[6].

By applying the ALF, each pixel on an image is considered and supplanted by the center value of its surrounding pixels. Initially, the center value is estimated by sorting the whole pixel values as of the filter window in to numerical order[6]. On the off-chance that the neighborhood pixels consist of an even number of pixels, the pixel values' average is utilized as the center value. Then the old center pixel value in filter window is swapped with the newly sorted pixel value. This helps to replace the noisy pixels on an image. To ameliorate the performance in edge areas, a refinement is done to the original LF, wherein the neighborhood used in high variance areas for the calculation of the local statistics took on board the orientation of a possible edge. Therefore, the weighting function of LF is written as given in eq. (2).
Here, $W$ denotes a weighting function, $\sigma^2$ indicates variance of the image, in which $\sigma^2$ represents the variance of pixels in filter window.

### Adaptive Median Filter (AMF)

The adaptive median filter is a widely used technique in image processing for noise reduction and preserving image details. This section review aims to provide an overview of the adaptive median filter, its applications, and key studies in this field.

Adaptive Median Filter is a nonlinear filtering technique that adjusts the filter size based on the local characteristics of the image. It is effective in removing different types of noise, including salt-and-pepper noise and impulse noise, while preserving important image details. The filter adaptively analyzes the pixel neighborhood and applies a variable-sized window to obtain better noise reduction results.

Lee proposed the adaptive median filter for impulsive noise removal in highly corrupted images. The filter adjusts the window size based on the local noise characteristics, achieving effective noise reduction[7].

Huang and Russell introduced new algorithms for adaptive median filters, improving their noise removal capabilities. The study presented various techniques for selecting the window size, enhancing the adaptivity of the filter[4].

Bhargava and Shah proposed an adaptive impulse noise removal method using progressive switching median filters. The technique effectively detects and removes impulse noise while preserving image details[3].

Zhang and Wang introduced an adaptive fuzzy switching weighted median filter for salt-and-pepper noise removal. The filter adapts the weights based on the local image characteristics, resulting in improved noise reduction performance[15].

The adaptive median filter is a powerful tool for noise reduction in image processing. Through adaptive window sizing and analysis of local image characteristics, it effectively removes noise while preserving important image details. Previous studies by Lee, Huang and Russell, Bhargava and Shah, and Zhang and Wang have made significant contributions to the development and improvement of adaptive median filters.

In AMF procedure, the size of filter window is modified in accordance to the noise density. Median filters changes the SPN values and retains the grey values of the image as it is. In the process of detecting the noise points, pixels are just divided into two categories based on:

$$ W = \frac{\sigma^2}{\sigma^2 + \rho^2} \quad (2) $$

Here, $\rho$ indicates variance of the pixels in filter window.
Pmax and Pmin, thereby making it easy to sort image of pixels into noise points. To prevent sorting Pmax into noise point, a variable (LS) least set difference is introduced and Ω represents the set of non pollutant points.

\[
LS = \min\{|P_{ij} - P_{zk}|\}
\]  

(3)

Where Zk is pixel values in neighborhood of non pollutant points.

The first step computes the value of Pmin and Pmax by sorting the gray values of pixels in the working window Wij . The minimum pixel value is assigned Pmin and the maximum value is assigned Pmax . The average intensity values of the pixels is assigned Pmed. The next step checks if Pij is a pulse or noise point. If it is a pulse it is then added to the set of non pollutant set. If the size of the window is less than maximum window size, the width of the working window is increased by two. If it is greater than the maximum window size, Pij remains unchanged (if Ω is empty) otherwise LS is computed and the filter output is Pij ( If LS ≤ Threshold) else Pij becomes a noise point and the output is Pmed (median value of Ω).

Figure (1) illustrates the AMF procedure

Utilizing this algorithm the SPN is removed and the noise-free image is obtained.

Let Pij be the pixel value of point (i,j) of the original image If (N), Wij be the present working window. Let Pmin, Pmed, Pmax be the minimum, intermediate and maximum pixel value respectively. Suppose maximum window is Wmax , LS of threshold, Th, with window set to Wij, Width W=3 and Ω = Ø.

Step 1: Compute the values of Pmin and Pmax with Wij for current pixel.
Step 2: If $P_{\text{min}} < P_{ij} < P_{\text{max}}$

Then $P_{ij}$ remains unchanged and add the non-pollution point from $W_{ij}$ into $\Omega$

Step 3: If $W < W_{\text{max}}$

Set $W = W + 2$ (increment width by 2)

Step 4: If $W \geq W_{\text{max}}$

Check if $\Omega = \emptyset$

Otherwise compute $LS$ of $P_{ij}$ by eq (3)

If $LS \leq TH$

Filter output is $P_{ij}$

Else

$P_{ij}$ is the noise point and filter output is $P_{\text{med}}$ (median value of set $\Omega$)

Proceed to Step 5

Step 5: The procedure is recursed until all pixels are processed.

Utilizing this algorithm the SPN is removed and the noise-free image is obtained.

1- Existing Adaptive Wiener Filtering (AWF)

The inverse filtering is a restoration technique for deconvolution, i.e., when the image is blurred by a known lowpass filter, it is possible to recover the image by inverse filtering or generalized inverse filtering[10]. However, inverse filtering is very sensitive to additive noise. The approach of reducing one degradation at a time allows for the development of a restoration algorithm for each type of degradation and simply combine them. The Wiener filtering executes an optimal tradeoff between inverse filtering and noise smoothing. The Wiener filter removes the additive noise and inverts the blurring simultaneously. The Wiener filter is based on a statistical approach. The WF stands as a linear estimation of the original image [9]. The block diagram of the wiener filter is given in figure(2).

![Figure 1: Block diagram of the Wiener Filter](image)

The Wiener filtering is optimal in terms of the mean square error. In other words, it minimizes the overall mean square error in the process of inverse filtering and noise smoothing [5]. Wiener filters are usually applied in the frequency domain. Given a degraded image $x(n,m)$, one takes the Discrete
Fourier Transform (DFT) to obtain $X(u,v)$. The original image spectrum is estimated by taking the product of $X(u,v)$ with the Wiener filter $G(u,v)$:

$$\hat{S}(u,v) = G(u,v)X(u,v)$$  \hspace{1cm} (4)

The inverse DFT is then used to obtain the image estimate from its spectrum. The Wiener filter is defined in terms of these spectra:

$H(u,v)$ Fourier transform of the point-spread function (PSF).

$P_o(u,v)$ Power spectrum of the image process, obtained by taking the Fourier transform of the image autocorrelation.

$P_\eta(u,v)$ Power spectrum of the noise process, obtained by taking the Fourier transform of the noise autocorrelation.

The Wiener filter is expressed below

$$G(u,v) = \frac{H(u,v) \ast P_o(u,v)}{H(u,v)^2P_o(u,v) + P_\eta(u,v)}$$

For the case of additive white noise and no blurring, the wiener filter simplifies to:

$$G(u,v) = \frac{P_o(u,v)}{P_o(u,v) + \sigma^2_\Omega}$$  \hspace{1cm} (6)

Where $\sigma^2_\Omega$ is the noise variance.

Also Proposed a technique for removal of speckle noise from images using a combination of hybrid wiener-median filter[12]. Initially logarithmic transform of the noisy image was computed. This step is performed because speckle noise is a multiplicative noise. The Mean-squared Methods uses the fact that the Wiener Filter is one that is based on the least-squared principle, i.e. the filter minimizes the error between the actual output and the desired output. To do this, first the variance of the data matrix is to be found. Then, a box of certain size is passed around the matrix, moving one pixel at a time[13]. For every box, the local mean and variance is found. And the filtered value of each pixel is found by the following formula:

Weiner Filter estimates the local mean and variance around each pixel

$$M' = \frac{1}{NM} \sum_{i,j \in \Omega} G(i,j)$$  \hspace{1cm} (7)

$$\sigma^2 = \frac{1}{NM} \sum_{i,j \in \Omega} G^2(i,j) - M'^2$$  \hspace{1cm} (8)

Where $\Omega$ is the $N - by - M$ Local neighborhood of each pixel in the image $G$, this creates a pixel-wise Wiener Filter using these estimates.

Weiner Filter based on mean squared method is expressed by using the equation:
Where, $b(i,j)$ represent the MWF in the time domain, $M'$ is the local mean around each pixel, $\sigma^2$ denotes the variance and also $r^2$ represents the noise variance. The frequency domain (FD) representation of the image $G_i$ is $G(u,v)$.

1- Proposed Modified Wiener Filter (MWF)

Weiner filter (WF) is effectual in the existence of random noise like the Gaussian noise. The inverse filtering stands as a restoration method for deconvolution, explicitly when the image is blurred via a known low pass filter; it is probable for recovering the image by means of inverse filtering or else generalized inverse filtering. Nevertheless, inverse filtering is exceptionally responsive to additive noise. It eradicates the additive noise and also inverts the blurring concurrently. The general Weiner filter produces results that are often too blurred and spatially invariant. A modified Wiener Filter (MWF) was proposed to overcome this problem.

The gray scale image $G_i$ is imposed as the input to the MWF. Here the quantity of noise that exists in the image was minimized. This was performed by comparing the received image with an assessment of a preferred noiseless signal. This involves the diminishment of the median square error.

The original wiener filter uses the mean value ($M'$) for the filtering process. In this approach, the filter continuously looks at its nearby neighbours to decide whether or not it is a representative of its surroundings, if it is not that pixel value is replaced with the mean of its neighbouring pixel values. This approach leads to a wide discrepancy in some pixel values thus affecting the image preservation details. A different approach was utilized for computing $M'$ in our proposed wiener filter. The median was utilized. This approach preserves the image details better. Instead of just replacing pixel values with mean of their neighbourhood, we utilized the median and $M'$ is derived as follows:

Sort all the pixels in ascending order, if a pixel is not a representative of its neighbourhood. The neighbourhood is sorted in ascending order and the pixel value is simply replaced by the median value of its neighbourhood. This will allow the noisy pixel to take a value that is closer to its neighbourhood pixels thus preserving the image details.

The median is calculated by first sorting all the
pixel values from the surrounding neighborhood into numerical order and then replacing the pixel being considered with the middle pixel value. (If the neighborhood under consideration contains an even number of pixels, the average of the two middle pixel values is used.) Figure illustrates an example calculation.

<table>
<thead>
<tr>
<th></th>
<th>123</th>
<th>125</th>
<th>126</th>
<th>130</th>
<th>140</th>
</tr>
</thead>
<tbody>
<tr>
<td>122</td>
<td>124</td>
<td>126</td>
<td>127</td>
<td>135</td>
<td></td>
</tr>
<tr>
<td>118</td>
<td>120</td>
<td>150</td>
<td>125</td>
<td>134</td>
<td></td>
</tr>
<tr>
<td>119</td>
<td>115</td>
<td>119</td>
<td>123</td>
<td>133</td>
<td></td>
</tr>
<tr>
<td>111</td>
<td>116</td>
<td>110</td>
<td>120</td>
<td>130</td>
<td></td>
</tr>
</tbody>
</table>

**Neighbourhood value:** 115, 119, 120, 123, 125, 126, 127, 150

**Median value:** 124

The filter is a slight modification of equation (10). In this approach we compute median and also the added with the noise variance to get the smoothed image.

The filtered image is mathematically written as shown below.

\[ W(u,v) = M' + \frac{\sigma^2 + r^2}{\sigma^2} (G(i,j) - M') \quad (10) \]

Where, \( M' \) represent the MWF for filtered value of each pixel, \( G(i,j) \) is the local median around each pixel, \( \sigma^2 \) denotes the variance and also represents the noise variance. The \( G(i,j) \) represent the ‘gray scale image’ on the time domain.

\[ P(u,v) = W(u,v) G(u,v) \quad (11) \]

Where, \( P(u,v) \) is the ‘filtered image’ on the FD, \( W(u,v) \) is the ‘modified wiener filter’ on the FD and \( G(u,v) \) is the ‘gray scale image’ on the FD. Figure (3) shows the block diagram of the proposed wiener filter.

**Figure 2:** An example of pixel median computation

From the above formula (9), it can be seen that if the original pixel value is similar to the local variance then the filtered value will be that of the local median, if the original pixel value is very much different from the local median, then it will be filtered to give a higher/lower intensity pixel depending on the differences. Also, if the local variance is similar to the matrix variance, which is around 1 (i.e. only noise exists in the box) then the filtered pixel will be that of the local median, which should be close to zero.

**Figure 3:** Block diagram of Modified Wiener Filter (MWF)
**Results and Discussions**

This paper focuses on the evaluation and comparison of various image filters, including the Modified Wiener Filter, Wiener Filter, Median Filter, and Adaptive Lee Filter. These filters are widely used in image processing applications for noise reduction and image enhancement.

The Modified Wiener Filter is a variant of the traditional Wiener Filter that incorporates additional modifications to improve its performance in noisy environments. It utilizes statistical properties of the image and noise to achieve optimal noise reduction results.

The Wiener Filter is a classical linear filter used for image denoising. It assumes a stationary signal and stationary noise in the frequency domain, and it aims to minimize the mean square error between the filtered image and the original image.

The Median Filter is a non-linear filter that replaces each pixel value with the median value of its neighborhood. It is effective in removing impulse noise and preserving edges, but it may result in blurring of fine details.

The Adaptive Lee Filter is a statistical filter that adapts to local image characteristics and effectively reduces speckle noise while preserving important image details. It estimates local statistics and adjusts filter parameters for optimal noise reduction.

This section of the paper compares and evaluates the performance of the proposed modified wiener filter in terms of PSNR. The proposed filters' performance is contrasted with other existing filters say wiener filter, median filter and averaging filter.

The preprocessing uses the MWF to abolish noise. The PSNR (‘Peak Signal to Noise Ratio’) that is associated with the application of each filter is estimated for database. These values are contrasted with the existing filters like the Wiener Filter, Median Filter, Lee Filter and MWF,. The PSNR determines the image quality. The higher PSNR value denotes high quality.

**Table 1**: PSNR values for the proposed MWF filter and the other existing filters that are implemented using database.

<table>
<thead>
<tr>
<th>Frames</th>
<th>PSNR Values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MWF</td>
</tr>
<tr>
<td>1</td>
<td>46.0367</td>
</tr>
<tr>
<td>2</td>
<td>46.034</td>
</tr>
<tr>
<td>3</td>
<td>46.0699</td>
</tr>
<tr>
<td>4</td>
<td>46.09185</td>
</tr>
<tr>
<td>5</td>
<td>46.08754</td>
</tr>
<tr>
<td>6</td>
<td>46.06611</td>
</tr>
<tr>
<td>7</td>
<td>46.04962</td>
</tr>
<tr>
<td>8</td>
<td>46.0495</td>
</tr>
</tbody>
</table>
Figure 4: Performance evaluation of MWF on database

Figure 4 above shows the PSNR values of the proposed and existing techniques. The proposed MWF has the highest PSNR value of 46.09185 at fourth frame, while AMF has the lowest PSNR value of 36.7016 at eighth frame. AWF has the highest PSNR value of 37.60655 at tenth frame.

**Conclusion**

In conclusion, the research paper comprehensively evaluated and compared the performance of four image filters: the Modified Wiener Filter, Wiener Filter, Median Filter, and Adaptive Lee Filter. The findings of this study contribute to the understanding of these filters and their suitability for various image processing applications.

The Adaptive Lee filter is a statistical filtering technique that effectively reduces speckle noise while preserving important image features. It adaptively estimates local statistics and adjusts filter parameters to achieve optimal noise reduction results. On the other hand, the adaptive median filter addresses impulse noise by replacing pixel values with the median of neighboring pixels, effectively smoothing out noise while preserving edges. The adaptive Wiener filter utilizes the statistical properties of the signal and noise to remove noise from images, assuming a stationary signal and stationary noise. Lastly, our proposed modified Wiener filter introduces modifications to enhance its performance in noisy environments. This filter combines the principles of the Wiener filter with additional enhancements to achieve improved noise reduction and image quality. Moreover, the PSNR values that were attained by the employment of the MWF were much above the values that were obtained using other filters.
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Abstract: This research examines the relationship between cultural and social interactions, as cultural societies have unique characteristics that are reflected in their cultural expressions and their impact on the built environment, and vice versa, using Space Syntax measures (Intelligibility and synergy), which are links between some of the most important measures of Space Syntax theory. The city of Bani Walid was chosen as a case study because it has lower values of Intelligibility and synergy than traditional pedestrian cities.

Analyzes of the Space Syntax theory were used, as it was noted that there is a strong relationship between local integration and Global integration, as well as between Connectivity and Global integration, which in turn reflects knowledge of the degree of privacy and the impact of people's cultural background on planning their cities.

The relationships between roads, spaces and their syntactic values are very important issues to understand the impact of social and cultural interactions on the spaces and streets of the city.

Keywords: Cultural interactions, Space Syntax measures, Bani Walid, Global integration, Syntactic values

Introduction

Researchers have shown an increasing interest in understanding how the individuals' behavior influences built environment and how it can be proactively utilized to impact specific behavior, such as improving socio-cultural interaction or reducing felonies. This relevant research spans different fields, including design, geography, urban planning, and sociology, resulting in a diverse set of concepts, hypotheses, and techniques for understanding how the built environment can improve socio-cultural interaction[1].

A similar definition is also given by the Webster's Online Dictionary; privacy is the quality of being secluded from the presence or view of others or the condition of being concealed or hidden [2].

The idea of distinguishing spaces according to their degree of privacy is very common for architecture. It is traced back to the beginning of the seventeenth century [3].

For today's architectural practice, this distinction, seems self-evident and almost an essential precondition when approaching a design problem. Nevertheless, in most cases dealing with it ends up in separating social spaces from private spaces. This separation of social and private is pinpointed by Nathan Witte in his thesis on privacy “Within the architecture discourse, privacy is seen as
something to be provided or withheld" [4].
The concept of privacy is complex and multifaceted, and its definition varies depending on the context and interpretation. Scholars from various fields, including law, philosophy, sociology, environmental psychology, anthropology, biology, zoology, and architecture, have studied privacy extensively. In recent years, the field of computer science has also focused on privacy as a critical issue [5].
Privacy serves as a vital mechanism for controlling overcrowding in the animal kingdom, and it is necessary for developing and maintaining healthy relationships within society. According to Irwin Altman and Westin, one of the major functions of privacy is to serve the individual's self-identity by creating personal boundaries. In other words, privacy allows individuals to establish a sense of control over their personal space and information, which is essential for maintaining autonomy and individuality [6].
In today's digital age, privacy has become a critical concern due to the widespread use of technology and the internet. With the constant collection and dissemination of personal data, individuals are at risk of losing control over their privacy. Therefore, it is essential to implement measures to protect personal information and ensure individuals have the right to control their data. This can be achieved through the development of privacy policies and regulations, as well as the use of encryption and other security measures to safeguard personal data [7].
Overall, privacy is a vital aspect of personal identity and autonomy, and it is essential to protect it in all contexts, whether in the physical or digital world [8].
Today, cities around the world are experiencing different ways of living, and the development and progression of urban areas, along with various social changes, have greatly increased the complexity of urban design [9].
As sociocultural practices of any society depend on the willingness of the people to continue practicing them and the impact of resettlement programs on such activities, there is a need for urban open spaces at the local urban level to reduce social stresses by increasing direct interactions and building linguistic connections [10]. The most essential parts of a social framework are activity spaces, as these are spaces where social interaction occurs. Therefore, it is important for towns and cities to create specific places where social effectiveness can happen, and individuals can freely choose. Previous studies have shown that any communicative activity can influence the quality of life and personal satisfaction. Additionally, there is a critical relationship between open spaces and physical well-being, including good health and public interaction [11].
Furthermore, the experience of space in the urban environment is directly influenced by what is seen and how it is viewed, and the urban image in human reason, thus human behavior, can be oriented through all furniture components to be made in urban places. The environment is a condition that employs social support, and culture matters since people have distinctive qualities and diverse inclinations concerning administration and leadership, that are identified with their cultural foundation [12].
Lastly, individuals need relationships to develop a sense of self, and relationships are important for their ability to help individuals build up a feeling of self. The relational self is the part of an individual's self-concept that comprises the emotions and beliefs that one has regarding oneself that develops based on interactions with others. (Lubis and Primasari, 2012). Urban image in human reason in this manner the human practices and behaviors can be oriented through all furniture components to be made in urban places (Lang, 1994). Environment is the condition that employs social support (Laurens, 2012). One approach emphasizes the importance of culture in cross-cultural interactions. In this
viewpoint, culture matters since people have distinctive qualities and diverse inclinations concerning administration and leadership that are identified with their cultural foundation (Hofstede, 2001). Studies have demonstrated that national culture impacts an individual’s mentality, conduct and convictions (Harrison and Huntington, 2000; Hofstede, 2001; Kirkman et al., 2006). Also develop a sense of self of individuals need more Relationships; relationships are important for their ability to help individuals build up a feeling of self. The relational self is the part of an individual’s self-idea that comprises of the emotions and convictions that one has in regards to oneself that creates in light of collaborations with others [13].

Cultural of communities
Cultural communities have unique characteristics that are reflected in their cultural expressions, including language, folklore, traditional food and clothing, and customs related to celebration and gathering. In order to prevent the loss of their cultural identity due to increasing global cultural openness, many communities make efforts to preserve their traditional heritage and cultural traits [14].

The Urban Formation
Urban formations are a favorite theme of many regions, and different types of urban formations can be found in different areas. In addition to the nature of the relationship between the Blocks and spaces in the city, attention is also given to the urban relationships between the blocks themselves and the shapes, sizes, and proportions of the blocks and spaces. In The region of ban Walid and other tribe traditional Arab cities, these characteristics can be seen in the relationship between blocks and spaces, such as closed streets (like tree) and alleys, reflecting the social concepts and relationships of the residents and their environmental methods in response to climatic conditions and their social composition [15].

The social field
is the realm of interaction that occurs between individuals and their social environment. It differs from the urban field in that urban formation are the result of interactions that occur within the social field [16]. According to Bourdieu, the social field encompasses markets, social relations, individuals, institutions, capital, and domination. This social field can be divided into subfields such as education, economy, cultural production, religion, and bureaucracy. Bourdieu compares society to a universe, where each group, like the galaxies of the universe, has a social status related to its surrounding circumstances [17]. Thus, Bourdieu views society as a social space, and the relative position of a group within that space determines its identity. It determines the identity of the dominant layer in the community, and thus the characteristics of this layer have a significant impact on the shape and distribution of urbanization [18].

The cultural model
The cultural model is represented that it is the collection of perceptions, expressions, values, and ideas that a society creates in its interaction with reality. Thus, the model relates to society as a whole in a particular historical period. The transition from one historical period to another indicates that the content of this model, including its perceptions, expressions, values, and ideas, may be changing. For us, the cultural model is a collection of representations, values, and ideas produced by the social field that work to frame symbolic and dialogical actions in this field. These actions are shaped according to the specificity of this cultural content that attributes identity to the individual or is considered simultaneously with the social field itself.

The culture
The definition of culture is a way of life shared by the members of a society or community and a acquired through membership and participation in the community’s way of life.
Culture can be learned through interaction with others and includes two aspects: the material aspect, such as invention and production, and the moral aspect, such as beliefs, attitudes, values, and rules of behavior. These are examples of the moral aspects of culture [19].

Culture is a complex whole consisting of customs, traditions, beliefs, values, practices, and all the inventions and innovations that exist for human existence, among others [20].

**Bani Walid City**

Bani Walid is a city situated in the Tripoli region, specifically in the sub-region of Misurata, which is positioned east of the AL-Khums sub-region along the coastal area. The primary settlement in this sub-region is the city of Misurata, while Bani Walid is regarded as the second city of the Baladiya, located to the south of Misurata. Figure (1) The city is predominantly inhabited by the Warfalla tribe, which was a mother tribe that has since split into sub-tribes. These sub-tribes have divided the lands amongst themselves, with each tribe being aware of its own borders, except for the central area of the city, known as 'Alsuqe' or the market area. This region serves as a hub for the local population to fulfill their shopping needs, trade their goods, animals, and other products.

Bani Walid is located on both banks of the Wadi Alblad, which experiences seasonal rainfall that alters the usually dry valley. The dams in the city, which are all outdated, are believed to have been constructed during the third century CE, possibly as part of the Roman Empire's frontier zone development in the area [21]. Agricultural products were transported to Leptis Magna, a significant port that developed into a major city in Roman Africa. Apart from the dams and tombs near Msletten, no other ancient remains are identifiable in the modern-day Bani Walid. However, the city does host a small museum that displays many antiquated models from neighboring archaeological sites. These models often feature agricultural motifs,
such as a man climbing a palm tree or a peasant plowing with a dromedary, which were commonly found throughout the Roman Empire’s frontier zone. Another prevalent theme in the museum’s exhibits is fish, which can also be seen in Qasr Banat. In the semi-desert landscape, water, life, and eternity are symbolic themes. The museum’s green area showcases two ancient olive presses from Bir Tarsin that date back to the third or fourth century. Other ancient artifacts in the museum originate from Leptis Magna, Oea (modern-day Tripoli), and Ghirza [22].

In the past, Bani Walid was a desert region with scarce water, and its inhabitants relied on livestock such as camels, sheep, and goats for their livelihoods. They constructed their homes using stones found on the banks of the valleys, including Almardom, Tininai, and Chmikh. The city center, or market, was sparsely populated, with only a few residents who did not own the land they farmed or the cattle they raised. These residents built their homes along the banks of the valley, which provided a source of food for the city due to the fertility of its soil. Today, the people of Bani Walid continue to build their homes in the same locations alongside the old buildings. The city has grown and developed, with improved infrastructure and services, but it still maintains a connection to its past and traditions. The residents still rely on livestock and agriculture, with the valley remaining an important source of food and water. Despite the changes, Bani Walid remains a unique and fascinating place, rich in history and culture.

**Bani Walid Urban morphology**

The urban morphology of Bani Walid is characterized by scattered settlements along the banks of a valley, with separate villages forming a discontinuous pattern on either side of the zigzagging valley terrain. The steep terrain has resulted in the main roads, usually one per village, following the contours of the valley and culminating in a cul-de-sac within the village itself. Each village, representing a tribe, is shaped like a tree, figure (2), with the main road serving as the trunk and branching out into smaller roads that support urban control and privacy[22].

![Figure (2) Top view of the main part of Bani Walid](image)

Satellite images of the city reveal a lack of a specific pattern of buildings and spaces, with random buildings occupying the land. This absence of a clear pattern may contradict established theories about building and patterns of urban areas due to the random growth of the city. figure (3) The city’s growth was not governed by specific controls, whether natural or human, resulting in a fabric characterized by gathering and overlapping in most of its parts [22].
Space syntax

Space syntax is widely recognized as a valid and authentic theoretical and methodological analyzer for studying how space affects human development by measuring spatial configuration (Hillier & Hanson, 1984). It has also become a computer language for describing the spatial pattern of cities. From the perspective of human activities, urban space can be divided into two categories: closed space and free space. Obstructed spaces consist of spatial obstacles, such as buildings, within which people cannot move freely. Open space, on the other hand, is a part of urban space in which people can move freely. The spaces analyzed by Space Syntax focus on the connections and syntax of spaces; it measures patterns, connections, and arrangements of spaces that cannot be measured with simple Euclidean geometry [23].

Space syntax focuses on the topological relationships of space, including interconnectivity and accessibility, but not on physical distance. Space syntax analysis was carried out as part of the analysis of human perception in Bani Walid City. The analysis of the built environment is at the heart of this research. The results will help us measure the
intelligibility and synergy of parts and spaces of the city, among other measures. In addition, it helps us explain why people perceive places differently, and why some places are meaningful while others are easily forgotten (see figure and table). The aim is to describe the syntactic configuration of the city of Bani Walid, analyzing how each space in the spatial structure is related, connected each other to show how urban patterns support urban privacy.

This study explores the relationship between sociocultural interactions and the built environment using measures of space syntax, such as correlation, connectivity, global integration, intelligibility, and synergy between local and global spaces. The city of BANI WALID was chosen as a case study for its low integration and synergistic value (high privacy).

The results show a strong correlation between local and global integration and between connectivity and global integration. Due to these linkages, a certain type of planning hinders understanding (privacy) and synergy thereby hindering the development of good relations between city dwellers and visitors, increasing the privacy of urban planning.

Understanding the relationship between routes, spaces, and their syntactic values is critical to determining how urban spaces and streets affect sociocultural interactions.

Space syntax is generally considered an important hypothesis and method of analysis in examining how space affects human development by measuring spatial configurations (Hillier et al., 1984). In spatial configuration studies, the basic methodology is to divide space according to scale and human visual capabilities. From this perspective, space is divided into extensive and small-scale spaces (Montello, 1993; Egenhofer et al., 1995). The extent of these small-scale spaces in a city is beyond human visual capabilities and cannot be seen from a single point. Some small-scale spaces, for example, a room, are larger than the human body, but one would still be able to comprehend the whole [24].

These measures are used to analyze the urban form of a city. Connectivity refers to how well different parts of a city are connected by an efficient transportation network. Global integration measures the extent to which all streets of the city is integrated with the wider region or the city through transportation hubs. Local integration measures how well different parts of the city are connected to each other, including pedestrian routes. The intelligibility indicator measures how easy it is for people to navigate and understand the layout of the city, including the arrangement of streets and landmarks. The synergy indicator measures the extent to which the city’s urban form fosters social interaction and community building.

These measures can be used to assess the quality of urban form and to compare the urban form of different cities. By comparing the measures of Bani Walid with the averages of other local and global cities around the world table (1), it is possible to gain insights into the strengths and weaknesses of its axial lines and the overall urban form.

Table (1) comparing the measurements of Bani Walid with the averages of other cities

<table>
<thead>
<tr>
<th>Connectivity Value C</th>
<th>City</th>
<th>Average Connectivity Value C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bani Walid</td>
<td>2.667</td>
<td></td>
</tr>
<tr>
<td>Other Local Cities</td>
<td>2.667</td>
<td></td>
</tr>
<tr>
<td>Other Global Cities</td>
<td>2.667</td>
<td></td>
</tr>
</tbody>
</table>

Discussion and Results of Syntactic analysis of Bani Walid built environment: CONNECTIVITY VALUE C

The city of Bani Walid has a connectivity value of 2.667, which is lower than the average connectivity value of the traditional pedestrian
city of Ghadames. This is because the tribal settlements in Bani Walid tend to prioritize privacy, resulting in a street network that resembles a tree with many cul-de-sacs within each tribe. As a result, the limited number of paths available for observers to choose from restricts the diversity of travel options within the city. Figure (4)

![Figure (4) Bani Walid city- connectivity value-c](image)

**Global integration Rn**
The level of global integration in Bani Walid has significantly decreased and is below the average for traditional cities, with a value of 0.348. This suggests that the urban plan of Bani Walid does not promote easy movement between different parts of the city, and instead, limits mobility within the confines of each neighborhood or tribe. The linear streets that serve as traffic axes connecting different parts of the city are the most integrated spaces in Bani Walid. figure (5)

![Figure (5) Bani Walid city- global integration-Rn](image)

**Local integration-R3**
This indicator has been calculated on the basis 3 steps depth, Bani Walid city was (1.842) Slightly higher than the average of Arabic cities, this value means that the city has straight and connected streets. For this indicator was very low, less than average of compact traditional towns, this mean that the city has short, curved streets. Figure (6)

![Figure (6) Bani Walid city- local integration-R3](image)

**Intelligibility Rn vs. C**
In terms of intelligibility, Bani Walid has a very weak score of 0.0624 compared to other cities, including traditional ones. This indicator is derived from a combination of the global integration and connectivity values. Intelligibility refers to an observer's ability to comprehend the entire city by viewing only a few select areas. However, in the case of Bani Walid, the spatial structure requires viewing a large portion of the city to understand it as a whole. figure (7)

![Figure (7) Bani Walid city Intelligibility Rn vs. C](image1)

**SYNERGY R3 vs. Rn**

This indicator is a reflection of the relationship between global integration and local integration values. It aims to determine whether the spatial structures of a city support or prevent the flow of movement between local inhabitants and global visitors. Additionally, it assesses if the city's spatial structures promote integration and cultural exchange among users of urban spaces.

Surprisingly, Bani Walid has a lower score of 0.2247, which suggests that its spatial structures hinder the relationship between the local and global levels. This is mainly due to the tribal settlements' emphasis on privacy as a way of life, which limits the interaction between the local and global communities. figure (8)

![Figure (8) Bani Walid city Synergy R3 vs. Rn](image2)

**The relationships within the tribes in Bani Walid city**

The traditional social structure of Bani Walid is reflected in its spatial layout, as seen in the axial analysis. However, this analysis falls short in reflecting the local centers of the tribes, and thus segment analysis has been conducted to observe the tribal structure in local measures.

The results of the segment analysis indicate that the angular integration increases as the distance decreases, as shown in Figures 46a, b, c, and d. This is due to the close relationships within the tribes, which are confined to narrow areas. The angular analysis also highlights the emergence of new integration cores as the diameter of the analysis decreases, confirming the tribes' enclosure in a limited area with excessive privacy for each tribe.

The majority of integration cores appeared within a radius of 250 meters, which is much less than the limits of walking distance on foot. This confirms the existence of strong relationships within very narrow limits. Therefore, the traditional social structure of Bani Walid deeply ingrained in its spatial layout, with close relationships confined to limited areas. figure (9)
CONCLUSION:
The physical environment plays a significant role in shaping the perceived quality of a city. The study suggests that urban design must take into account the culturally and socially specific needs of the people who inhabit the city, as well as their mentality. It is important to consider both the hidden features and visual aspects of urban design and architecture, including the combination of structures and areas with other city elements like streets, buildings, and uncovered spaces.
The design of urban interfaces and spatial relations is crucial to creating good urban environments. The requirements for interaction shape any designed environment, which should aim to support various social and cultural possibilities.
In the case of Bani Wali
d, the city's spatial
structure is not easily intelligible and is less
legible in terms of visuals and structures. The
city contains short, curved axes, compact
spaces, and various changes in directions,
resulting in a large axial size that is difficult to
understand and requires a lot of effort to
comprehend. Additionally, it is challenging to
move from one part of the city to another due
to the high level of privacy within the tribes,
which acts as a significant obstacle to linking
residents and visitors.
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**Abstract:** Due to the environmental regulations and scarcity of water resources, it’s important to find ways for wastewater treatment for reusing in different purposes. Sand and media filtration is a commonly applied technology for the removal of suspended substances from water and is frequently used for drinking and process water production. In this research the silica sand deposits from Besher-Libya location were physically and chemically characterized as a prelim study to investigate its suitability as a wastewater-filter, the properties studied are; porosity, permeability, specific gravity, grain size distribution and chemical analysis. The obtained results were compared with the standard specifications according to Manvile (1986) and concluded that the results are promising and could be used as a wastewater-filter.

**Keywords:** (filtration, grain size, silica, wastewater)

**Introduction**

With the pace of life accelerating, filtration has become a part of daily life. We deal with filtration, filters and its equipment permanently in homes, factories and various government facilities. Filters, in addition to being barriers that remove solids from wastewater, help in obtaining a uniform flow of runoff. This changes the nature of the water and makes it suitable for drinking, Agriculture, boiling or cooling make-up. Moreover, wastewater filtration helps users meet the requirements of more stringent environmental restrictions in discharge. Although filtration, considered as a simple mechanical process, in fact it includes the mechanisms of adsorption (physical and chemical), straining, sedimentation, interception, diffusion, and inertial impaction [1]. Sand media filters are one of the most popular filters used in micro-irrigation systems, especially for filtering water with big amounts of organic impurities [2]. Silica and industrial sand are used in filtration processes of drinking water, wastewater treatment and water production from wells. Uniform grain shapes and grain size distributions are the most physical characteristics control the filter efficiency, which are responsible of producing efficient filtration bed operation in removal of contaminants from potable and wastewater. The filter bed is graded by size and density which are describes the type of filters to “multilayer”, “in-depth”, and “mixed media”. The used technique is to put light coarse particles at the top of the filter bed and fine denser particles are at the bottom [1]. Fortunately silica is chemically inactive and will not react with acids, pollutants, volatile organics or solvents. Coarse silica is used as packing material in deep-water wells to increase yield from the aquifer because it’s preventing the infiltration of fine particles from the formation and so expanding the permeability around the well screen [2].
Moreover, the mechanical strength of silica sand makes it a high durable material and that will ensure the filter media will be long lasting, even under high pressure in pressure filter, and lowering maintenance costs. The aim of this paper is to investigate the characterization of Besher sand deposits as a filter media according to Manvile 1986.

Location of study area

The area where the sample had been taken is located in the Centre part of Libya beside the coastal road close to the Brega oil port (Beshr soil).

Experimental and methodology

During the geological survey in the sedimentary basin of Central Libya, several samples of Beshr soil deposits were collected. The material expected to be chemically and mineralogical homogeneous throughout the area, therefore four samples about 20 kg were collected from distal parts of the basin. The samples were low in density, friable, and white to yellowish in color in spatial distribution, as shown in figure (1).

Fig. 1: Beshr soil samples

Raw materials used in this paper which obtained from the Beshr site were dried for 24 hour at 105°C, and weighted in dry room condition [3], samples were tested to obtain some physical properties; density, specific gravity, porosity, permeability and Grain size analysis which have been carried out according to American Society for Testing and Materials “ASTM”. To determine the size distribution of the sample’s particles, a sieve analysis test was carried out. Moreover, a loss of Ignition test was performed to measure the organic content in the soil.

Results and discussion

1. Physical Properties:

Porosity is defined as volume fraction of voids within the silica sand’s layer and can be determined easily by weight measurement [4]; the sample’s mean porosity was 1.085%. The apparent density is the mass per total volume, the bulk density of soil depends greatly on the mineral make up of soil and the degree of compaction, the average of bulk density for the samples studied were 2.4 g/cm³. Specific Gravity of sand is the ratio of the density or mass of sand to the density or mass of a reference substance at a fixed temperature and the volume should be the same, the middle specific gravity of the target samples were 2.054. Soil permeability is the property of the soil to transmit water and air, the samples show permeability of 0.0625 cm/sec.

2. Grain size analysis:

The grain size analysis test is done to determine the percentage of each size of grains contained within a soil sample as shown in table (1), then the results of the test are used to draw the grain size distribution curve as shown in figure (2).

Table 1: Grain size analysis results
The grain-size distribution of the soil sample obtained by plotting the percent finer with the corresponding sieve on semi-log graph paper, as shown above which is used to calculate the uniformity coefficient of the sample. From the grain size distribution curve, the values of D10, D30, and D60, which are the diameters that correspond to the percent finer of 10%, 30%, and 60%, respectively can be determined [5], [6].

4. Chemical analysis:

The chemical analysis of the bulk samples was done in Zleten cement factory and the results shown in the Table (3).

<table>
<thead>
<tr>
<th>Sa. No.</th>
<th>R5-1</th>
<th>R5-2</th>
<th>R5-3</th>
<th>R5-4</th>
<th>R5-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Na2O %</td>
<td>0.14</td>
<td>0.13</td>
<td>0.11</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td>MgO %</td>
<td>1.15</td>
<td>1.16</td>
<td>1.11</td>
<td>1.11</td>
<td>1.14</td>
</tr>
<tr>
<td>SiO2 %</td>
<td>74.17</td>
<td>74.24</td>
<td>74.24</td>
<td>74.09</td>
<td>74.4</td>
</tr>
<tr>
<td>Fe2O3%</td>
<td>3.74</td>
<td>3.49</td>
<td>3.45</td>
<td>3.34</td>
<td>3.41</td>
</tr>
<tr>
<td>Al2O3%</td>
<td>5.80</td>
<td>5.82</td>
<td>5.77</td>
<td>5.76</td>
<td>5.81</td>
</tr>
<tr>
<td>K2O %</td>
<td>0.44</td>
<td>0.45</td>
<td>0.44</td>
<td>0.44</td>
<td>0.44</td>
</tr>
<tr>
<td>CaO %</td>
<td>14.78</td>
<td>14.67</td>
<td>14.8</td>
<td>15.11</td>
<td>14.65</td>
</tr>
</tbody>
</table>

Silica, alumina, iron oxide Were the main constituents of the samples. The SiO2 content corresponds to related aluminum silicate minerals present in the sample and the existence of Al2O3, Fe2O3 to the high amount of chlorite and vermiculite present in the sample. The contents of CaO and MgO are slightly high due to the existence of carbonate minerals, the loss of ignitions (LOI) of the sample is mainly attributed to loss of H2O contained in clay minerals, the sodium oxide (Na2O) and potassium oxide (K2O) are mainly attributed to the presence of feldspar, illite and clay mineral.

5. The XRD analysis:
X-ray powder diffraction (XRD) is a rapid analytical technique used for phase identification of a crystalline material. The samples are finely ground, homogenized, and average bulk composition is determined. The samples are characterized as clay-silica deposits as these minerals are composed of amorphous silica (SiO$_2$·nH$_2$O) which has biological origin.

**Fig. 3 (a):** XRD analysis of sample 1

**Fig. 3 (b):** XRD analysis of sample 2

The XRD analysis of the four bulk samples are presented in figure (3. a,b,c,d). Referring to the XRD analysis, other clay minerals such as chlorite (MgFe)$_3$(Si Al )4010(OH) and illite are also present in variable amounts and smectite (Ca,Mg,Na).

**Fig. 3 (c):** XRD analysis of sample 3

**Fig. 3 (d):** XRD analysis of sample 4

The results show the contents of the samples are different phases of silicate minerals i.e Quartz, Cristobalite, Tridymite, accompanied to the feldspar (microlime) and vermiculite.

**Conclusion**

In this research some physical and chemical properties of Besher silica were studied to investigate its possibility to use in water filtration, these properties are permeability, porosity, specific gravity, grain size distribution. The results compared with standard specification of filtration according to Mavile 1986 and concluded that the results are promising and in line with standard specifications.
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Abstract: The paper intends to present a s-open sets and discuss some of its properties, and its relationship to open sets. also, they are used to introduce a specific form of countable space axioms called s-countable axioms, these include; S-separable spaces, s-first countability and s-second countability. Through the classical concept of topology, the properties of these spaces have been studied; moreover, we study the enumerated s-compounds and their behavior in some special spaces.
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Introduction

Many researchers have introduced different types of generalized countability axioms: g-countability axiom, b-countability axiom, D-countability axiom and finally R-countability axiom. The cared Siwiec in a year 1974 [1] The g-(first, second) countable space are defined by using weak basis in \((X,\tau)\) space, and showed their relationship with measurability. A year later, Siwiec [2] wrote an overview that generalized the concept of first countable space and studied the relationship between these generalizations.

In the year 1991, Jian-ping [3] studied some of them Generalization of the first countability; Call it namely \(\omega_k\)-spaces, when he states The relationship between the \(T_1\) spaces, \(\omega\)-spaces and first countability. In 2013, Selvarani [4] advance guard the b-countable axiom on b-open sets, and then Elbhilil and Arwini[5] defined generalize types of countability axiom. is called pre-first countability, and they define these axioms in terms of sets, proving that pre-separable spaces and pre-second countability are equivalent to separable spaces In general topology, several distinct understandings of open sets have been explored.

Some of these concepts, including \(i\)-open set \((i = \alpha, s, pre, b)\), have been defined in a similar manner using operations involving the closure and the interior. Of these, the notion of preopen (or locally dense) sets is particularly significant. "Locally dense" sets were first identified as preopen sets by Corson and Michael in 1964 [6]. In 1982, Mashhour, and others [7] used
the term "preopen" instead of "locally dense" set. Introduced by Csaszar [8], a set $X$ can have a generalized topology - abbreviated as GT - which is typically represented as $(X, \mu)$, in this terminology, the $\mu$-open sets indicate the elements of the generalized topology. The concept of $\mu$-countability axioms, which are specific to GT, were established in 2013 by Ayawan and Canoy [9]. In their research, they explored the qualities of these ideas and determined the characteristics of $\mu$-first ($\mu$-second ) countable space in the context of GT product. See [10,11] for details on fundamental properties in generalized topology. In 1963, Levine [12] took an interest in the concept of s-open sets. The study of general closed sets was started by C.E.Aull [13] in 1968, We consider the set of closed sets that belong to each superset as open. Arya and Noor introduced the concept of generalized closed set. [14] In 1987, Bhattacharyya and Lahiri defined and tested the concept of s-generalized closed sets based on the concept of s-closed sets. This class was introduced of $\alpha$ -generalized closed sets by Maki, Devi and Balachandran [15] in 1994. In this study we used s-open sets to define a countability axiom, it is called s-countability axioms, where this class consists of the axioms: s-separability, s-first countability and s-second countability. It is illustrate the relationship between the countable axioms and the s-countability axioms, then we examine the hereditary properties of these spaces and their images under special functions, and the properties of these spaces: submaximal spaces, partitioned spaces, extreme separation spaces, solvability. The article is divided into seven main parts: s-open sets, s-dense, s-continuous functions, s-separability spaces, s-first countability, s-second countability, properties of s-countability, and final state.

2. SEMI OPEN SETS

Definition 2.1. [16] A subset $\eta$ of space $X$ it's say s-open if and only if there exists $u$ an open set such that $u \subseteq \eta \subseteq \bar{u}$.

Theorem 2.1. [16] A subset $\eta$ in X space is s-open if and only if $\eta \subseteq \bar{\eta}^0$.
The all of s-open sets and s- closed sets in $(X, \tau)$are denoted by $SO(X)$ and $SC(X)$, respectively.

Theorem 2.2. [12] Let $\eta$ be s-open in the space $X$ and suppose $\subseteq \xi \subseteq \bar{\eta}$. Then $\xi$ is s-open.

Definition 2.2. [16] The s-closed set is complement of a s-open set.

Proposition 2.1. [17]

1) $X$ and $\phi$ are s-open sets.
2) Arbitrary union of s-open sets is s-open.
3) Intersection of s-open sets need not be s-open.

Examples 2.1.

1) If $X = \mathbb{R}$ with usual topology space and let $A = \{x: 0 < x < 3\} \cup \{4\}$, $B = \{x: 2 < x < 5\} \cup \{1\}$ $A$ and $B$ are not s-open, but $A \cup B$ are s-open
2) Let \( \tau = \{a, b, c\} \), \( X = \{a, \phi\} \} \) is topology space then \( \{b\} \) is s-open but is not open set.

**Definition 2.3.** [18] The intersection of all s-closed sets of \( X \) containing \( \eta \) is called the s-closure of \( \eta \) and is denoted by \( \bar{\eta}^\text{semi} \).

**Definition 2.4.** [18] The union of all s-open of sets of \( X \) contained in \( \eta \) is called the s-interior of \( \eta \) and is denoted by \( \eta^0^\text{semi} \).

**Proposition 2.2.** [19] A s-open set is the intersection of an open set and a s-open set.

**Definition 2.5.** [6] A subset \( P \) of a space \((X, \tau)\) is say preopen if \( P \subseteq \bar{P}^0 \), the preclosed set is complement of preopen set.

In [6] the following diagram (1) shows the relationship between the open, peropen set and dense set.

- open \( \Rightarrow \) preopen
- Dense \( \Rightarrow \) preopen

**Diagram (1)**

**Proposition 2.3.** A set \( \eta \) in a space \((X, \tau)\) then

1) In [20] \( \eta \subseteq \bar{\eta}^\text{semi} \subseteq \bar{\eta} \).

2) If \( \eta \) is s-open [21] in \( X \) and \( P \) is preopen in \( X \) such that \( \eta \cap P = \phi \), then \( \eta = \phi \) or \( P = \phi \).

**Theorem 2.3.** [12] Let \( \eta \subseteq Y \subseteq X \) where \( X \) is a space and \( Y \) is a subspace. Let \( \eta \subseteq SO(X) \). Then \( \eta \subseteq SO(Y) \).

**Definition 2.6.** [22] A set is regular open if and only if it is preopen and s-closed.

**Theorem 2.4.** [22] For a subset \( \eta \) of \((X, \tau)\) the following sentences are equivalent:

1) \( \eta \) is preopen.
2) The s-closure of \( \eta \) is a regular open set.

**Definition 2.7.** [23] A subset \( \eta \) of a space \( X \) it is said to be s-regular if a subset \( \eta \) is s-open and s-closed.

The set of all s-regular sets of \( X \) is denoted by \( SR(X) \).

The following diagram (2) shows the relationship between the regular sets and s-open sets.

- regular sets \( \Rightarrow \) s-regular sets \( \Rightarrow \) s-open sets

**Diagram (2)**

**Proposition 2.4.** [24] If \((X, \tau)\) is topological space, and \( \eta \subseteq P \subseteq X \), where \( P \) is preopen. Then \( \eta \) is s-open (s-closed) in \( P \) if and only if \( \eta = S \cap P \), for some s-open (s-closed) set \( S \).

**Proposition 2.5.** [25] Let \( \eta \) be a subset of a space \( X \). Then:

1) \( \bar{\eta}^\text{semi} = \eta \cup \bar{\eta}^0 \).

2) \( \bar{X} - \bar{\eta}^\text{semi} = X - \eta^0^\text{semi} \).

3) \( (X - \eta)^0^\text{semi} = X - \bar{\eta}^\text{semi} \).

**Definition 2.8.** [26] A subset \( B \) of a space \( X \) is say b-open if \( B \subseteq \bar{B}^0 \cup B^0 \).

**Theorem 2.5.** If \((Y, \tau_Y)\) be a subspace of a space \((X, \tau)\) and let \( \eta \subseteq Y \). If \( \eta \) is s-open in \( X \), then \( \eta \) is s-open in \( Y \).

**Proof.** Let \( \eta \) is s-open in \( X \), there exists an open set \( u \) in \( X \) such that \( u \subseteq \eta \subseteq \bar{u} \). Then \( u^\prime = u \cap Y \subseteq \eta \subseteq \bar{u} \cap Y = \bar{u}^\prime \). Thus \( \eta \) is s-open in \( Y \).
Definition 2.9. [27] A subset \( w \) of a space \( X \) is called a weak open, if there is an open set \( u \) such that \( \bar{w} = \bar{u} \).

Remark 2.1. 1) IN [27] All s-open sets are weakly open set.

2) A [6] set is an open if and only if it is s-open and preopen.

The following diagram (3) shows the relationship between the open sets and \( i \)-open sets \((i = a, pre, s, b)\):

- Open set \( \Rightarrow \) \( a \)-open set \( \Rightarrow \) \( s \)-open set \( \Rightarrow \) \( b \)-open set

![Diagram (3)]

Proposition 2.6. [6] If \( A \) is s-open in space \( X \) and \( P \) is preopen in space \( X \), then \( \eta \cap P \) is s-open in \( P \) and preopen in \( \eta \).

3. S-DENSE SET.

Definition 3.1. [28] Let \( D \) be a subset of \( X \) a space is said to be dense if \( \bar{D} = X \).

Definition 3.2. [29] A subset \( B \) of \( X \) is called b-dense if \( \bar{B} = X \).

Definition 3.3. [30] Let \( D \) be a subset of \( X \) a space is said s-dense if \( \bar{D}^\text{semi} = X \).

Proposition 3.1. [20] Every non-empty preopen subset of \( X \) space is s-dense.

Corollary 3.1. Let \((X, \tau)\) topology space then:

1) Every subset of \( X \) space that contains a s-dense set is s-dense.

2) If \( A \) is s-dense set in \( X \), and \( B \) is s-dense in \( X \), then \( A \cap B \) is s-dense in \( X \).

Proof. 1) Verified \( \bar{A} \cap \bar{B} \leq \bar{A} \cap \bar{B} \) for every sets \( A \) and \( B \) satisfy \( A \leq B \).

2) Let \( N \) be s-open set in \( X \), then \( A \cap B \neq \phi \) since \( B \) is s-dense in \( X \), by corollary (3.2) we have \( N \cap B \) s-open set in \( B \). Since \( A \) is s-dense in \( X \), then we have \( (N \cap A) \cap B \neq \phi \), i.e. \( (N \cap A) \cap B = N \cap A \neq \phi \), Therefore, \( A \) is s-dense in \( X \).
Theorem 3.1. [31] A set \( \eta \subseteq X \) is nowhere s-dense if and only if \( (\bar{\eta}^{\text{semi}})_{0} = \phi \).

Theorem 3.2. [30] Let \((X, \tau)\) be a space and \( D \subseteq X \). Then \( D \) is dense in \( X \) if and only if \( D \cap \eta \neq \phi \).

For any non-empty \( \eta \in SO(X) \)

Proposition 3.3. [30] Let \((X, \tau)\) be a space and \( \mathcal{U} \subseteq \tau \) and \( U \cap \eta \neq \phi \). Then for dense set \( U \cap \eta \cap D \neq \phi \).

Remark 3.1.[30] If \( D \) is dense in the space \((X, \tau)\) and \( U \) is open in \((X, \tau)\) then \( \overline{(D \cap U)} \) is a s-open set.

Theorem 3.3. The union of finite number of non-s-dense set is non s-dense sets.

Proof. Let \( A, B \) are non-s-dense sets, we put \( W = (\bar{A} \cup \bar{B})_{0}^{\text{semi}} \) so that

\[ W \cap (\bar{B}^{\text{semi}})_{0} \subseteq (\bar{A}^{\text{semi}} \cup \bar{B}^{\text{semi}}) \cap (\bar{B}^{\text{semi}})_{0} \]

that is \( W \cap (\bar{B}^{\text{semi}})_{0} \subseteq (\bar{A}^{\text{semi}} \cup \bar{B}^{\text{semi}}) \cap (\bar{B}^{\text{semi}})_{0} \)

\[ \bar{A}^{\text{semi}} \cap (\bar{B}^{\text{semi}})_{0} \subseteq \bar{A}^{\text{semi}} \]. Since \( \bar{B}^{\text{semi}} \cap (\bar{B}^{\text{semi}})_{0} = \phi \) then \( (W \cap (\bar{B}^{\text{semi}})_{0}^{\text{semi}})_{0}^{\text{semi}} \subseteq (\bar{B}^{\text{semi}})_{0}^{\text{semi}} \subseteq (\text{scl}(A))_{0}^{\text{semi}} = \phi \subseteq \phi_{0}^{\text{semi}} \). Since \( A \) is non s-dense. But \( (W \cap (\bar{B}^{\text{semi}})_{0}^{\text{semi}})_{0}^{\text{semi}} = W \cap (\bar{B}^{\text{semi}})_{0}^{\text{semi}} \).

Since \( W \cap (\bar{B}^{\text{semi}})_{0}^{\text{semi}} \) is s-open set, it follows that \( W \cap (\bar{B}^{\text{semi}})_{0}^{\text{semi}} = \phi \), which implies \( W \subseteq \bar{B}^{\text{semi}} \) then \( \omega_{0}^{\text{semi}} \subseteq (\bar{B}^{\text{semi}})_{0}^{\text{semi}} = \phi \),

Since \( B \) is non s-dense. But \( \omega_{0}^{\text{semi}} = \frac{\overline{A \cup B}^{\text{semi}}_{0}^{\text{semi}}}{\overline{A \cup B}^{\text{semi}}_{0}^{\text{semi}}} = \frac{\overline{A \cup B}^{\text{semi}}_{0}^{\text{semi}}}{\overline{A \cup B}^{\text{semi}}_{0}^{\text{semi}}} \). So that \( \overline{A \cup B}^{\text{semi}}_{0}^{\text{semi}} = \phi \). Hense \( A \cup B \) is non s-dense.

Theorem 3.4. If \( A \) be a subset of \((X, \tau)\) spaces then \( A \) is non s-dense in \( X \) if and only if \( X - \bar{A}^{\text{semi}} \) is s-dense in \( X \).

\[ A_{0}^{\text{semi}} = X - X - \bar{A}^{\text{semi}} \]

Proof. by Proposition 2.6. it follows that \( A_{0}^{\text{semi}} = X - (X - A)_{0}^{\text{semi}} \) and \( A_{0}^{\text{semi}} = X - X - \bar{A}^{\text{semi}} \)

Since \( A \) is non s-dense then \( \bar{A}^{\text{semi}}_{0}^{\text{semi}} = \phi \). then \( X - X - \bar{A}^{\text{semi}}_{0}^{\text{semi}} = \phi \), we get \( X - \bar{A}^{\text{semi}}_{0}^{\text{semi}} = X \), then \( X - \bar{A}^{\text{semi}}_{0}^{\text{semi}} \) is s-dense.

4.S-CONTINUOUS FUNCTION.

Definition 4.1. [12] let \( F: (X, \tau) \rightarrow (Y, \sigma) \) function is called s-continuous if is \( F^{-1}(V) \) a s-open set of \((X, \tau)\) for any open set \( V \) of \((Y, \sigma)\).

Corollary 4.1. Any continuous function is s-continuous function.

Theorem 4.1. [12] Let \( F: (X, \tau) \rightarrow (X, \sigma) \) be the s-continuous function. Then for any dense subset \( D \) of \((X, \tau)\), \( D \cap F^{-1}(O) \neq \phi \), for any \( O \in \sigma \).

Definition 4.2. [33] A function \( F: X \rightarrow Y \) is said to be:

1) irreolute if the inverse image of every s-open set in \( Y \) is s-open in \( X \).
2) pre-s-open if the image of every s-open set in \( X \) is s-open in \( Y \).

Definition 4.3. [33] if \( F: X \rightarrow Y \) function is said to be s-homeomorphism if \( F \) is irreolute.
Theorem 4.2. [33] If \( F: X \to Y \) then:
1) An open and continuous then \( F \) is irresolute and pre s-open.
2) a homeomorphism then \( F \) is also a s-homeomorphism.

Theorem 4.3. [34] Let \( A \) is s-open set in \( X \) space, if \( F: X \to Y \) be a continuous open mapping where \( X \) and \( Y \) are spaces. then \( F(A) \) is s-open set in \( Y \).

5. Application of Semi-open Set

5.1. In Partition Spaces.

Definition 5.1.1. [28] A \((X, \tau)\) be a space is say partition space if any open subset of \( X \) is closed.

Proposition 5.1.1. In partition space \((X, \tau)\), any subset of \( X \) is s-open, i.e. \( SO(X, \tau) = P(X) \).

Proof. Suppose \( A \) is a subset of \( X \), then \( A \subseteq \bar{A} \), every closed set in partition space is also open, then \( \bar{A} \) is open set, i.e. \( A^0 = \bar{A} \), so \( A \subseteq A^0 \), then \( A \) is s-open set.

Corollary 5.1.1 In Partition space \( X \) is s-separable space if and only if the space \( X \) is countable space.

Proof. clear that \( \{\{x\}\} \) is a countable s-local base at every point \( x \) in \( X \).

Definition 5.1.2. [39] A topological space \((X, \tau)\) is say s-partition if any s-open subset of \( X \) is s-closed.

5.2. In Submaximal Spaces.

Definition 5.2.1. [35] Let \((X, \tau)\) is Say submaximal space if each dense set in \( X \) is open.

Theorem 5.2.1. [36] If \((X, \tau)\) is submaximal and \( A \in SO(X) \) then \((A, \tau_A)\) is submaximal.

Corollary 5.2.1. In \((X, \tau)\) is submaximal, any s-open set is open, i.e. \( SO(X, \tau) = \tau \).

Proof. If \( A \) be a s-open subset in a space, then from proposition (2.4) (1) \( A \) is preopen set in \( X \) in [5] we get \( A \) is open set.

Corollary 5.2.2. In a submaximal space \( X \), if \( D \) is dense if and only if \( D \) is s-dense in \( X \).

Definition 5.2.2. A space \((X, \tau)\) is called s-submaximal if any s-dense subset of \( X \) is s-open.

Definition 5.2.3. [37] A subset \( \eta \) of a space \((X, \tau)\) is say s-preopen if \( \eta \subseteq \overline{\eta}^0 \), s-preclosed set is the complement of s-preopen set. The family of all s-preopen sets and s-preclosed sets in \( X \) are denoted by \( SO(X) \) and \( SC(X) \), respectively.

Theorem 5.2.2. If \((X, \tau)\) be a space, then the following properties are holds:
1) \((X, \tau)\) is s-submaximal;
2) any s-preopen set is s-open.

Proof. 1) \( \Rightarrow \) 2): if \( N \subseteq X \) be a s-preopen set. Then \( \subseteq \overline{N}^0 \), let \( \overline{N}^0 = M \), say.

This implies \( M^{semi} = \overline{N}^{semi} \) and hence
\[
((X - M) \cup N)^{semi} = (X - M)^{semi} \cup \overline{N}^{semi} = (X - M)^{semi} \cup M^{semi} = X
\]
and thus \((X - M) \cup N\) is s-dense in \( X \).

Then \( N = ((X - M) \cup N) \cap M \) is s-open.

Now
\[
(X - M) \cup N
\]
and $N$ is the intersection of two s-open sets and hence $N$ is s-open.

2) $\Rightarrow$ (1): Let $M$ be a s-dense subset of $X$.

Then $M^{s\text{-open}} = X$, then $M \subseteq M^{s\text{-open}}$ and $M$ is s-preopen. $M$ is s-open.

**5.3. In extremely disconnected**

**Definition 5.3.1.** [43] A space $(X, \tau)$ is called extremely disconnected if the closure of every s-open set is open.

**Theorem 5.3.1.** [20] In a topological $(X, \tau)$ the following conditions are equivalent:

1) $X$ is extremely disconnected.
2) Any regular closed subset of $X$ is preopen.
3) Any s-open subset of $X$ is preopen.

**Corollary 5.3.1.** [21] A topological $(X, \tau)$ is said to be extremely disconnected if and only if for any s-open set $A \subseteq X$ and every s-preopen set $\subseteq X$, then set $A \cap B$ is s-open.

**Definition 5.3.2.** A space $(X, \tau)$ is called extremely s-disconnected if the s-closure of any s-open subset of $X$ is s-preopen.

**Definition 5.3.3.** Let subset $N$ of a space $(X, \tau)$ is said to be regular s-open if $N = (N^{s\text{-open}})^{s\text{-open}}$.

The complement of a regular s-open set is called regular s-closed.

**Proposition 5.3.1.** Let $(X, \tau)$ be a topological space and $N \subseteq X$. If $N$ is a regular s-open set, then it is s-open.

**Proof.** Clearly.

**Theorem 5.3.2.** Let $(X, \tau)$ be a space, then the following are equivalent:

1) $(X, \tau)$ is extremely s-disconnected;
2) Any regular s-open set is s-clopen.

**Proof.** 1) $\Rightarrow$ 2): Let $(X, \tau)$ is extremely s-disconnected and Let $N$ be a regular s-open set, then $N = (N^{s\text{-open}})^{s\text{-open}} = N^{s\text{-open}}$. Hence $N$ is s-closed, we have $N$ is s-clopen.

1) $\Rightarrow$ 2: Let $N \in SO(X)$. Then $N^{s\text{-open}}$ is a regular s-closed set which is s-clopen. Hence $N^{s\text{-open}}$ s-open.

**2) 5.4. On Resolvability**

**Definition 5.4.1.** [40] A space $(X, \tau)$ is said to be resolvable if there is dense subset $D \subseteq X$ for which $X - D$ is also dense. A space which is not resolvable is called irresolvable.

**Corollary 5.4.1.** [40] Every subset of $X$ is resolvable (irresolvable) if it is resolvable (irresolvable) as a subspace.

**Corollary 5.4.2.** [41] Any submaximal space is irresolvable and in fact hereditarily irresolvable.

**Theorem 5.4.1.** [41] Any s-open subset of a resolvable space is resolvable.

**6. S-SEPARABILITY.**

**Definition 6.1.** [29] A topological $(X, \tau)$ is said to be separability if it has a countable dense subset in $X$.

**Theorem 6.1.** [29]

1) Every open subspace of a separability is separability.
2) The continuous image of a separability space is separability.

**Definition 6.2.** [30] A space $X$ is said to be $b$-separability space if it has a countable dense subset of $X$.

**Definition 6.3.** A space $X$ is say $s$-separability if it has a countable dense subset of $X$.

**Corollary 6.1.** 1) Any $s$-separability is separability.
2) Any $b$-separability space is $s$-separability.

**Theorem 6.2.** Every $s$-open subspace of $s$-separability is $s$-separability.

**Proof.** Let $Y$ is a $s$-open subspace of $s$-separability $X$, then $X$ has a countable dense subset $\eta$, since $Y$ is a $s$-open subspace, then $Y \cap \eta$ is $s$-dense and countable subset in $Y$, hence $Y$ is $s$-separability.

**Remark 6.1.** An open subspace of $s$-separability is $s$-separability.

**Proof.** Direct since any open set is $s$-open.

**Theorem 6.3.** A $s$-irresolute image of $s$-separability is $s$-separability.

**Proof.** Let $F:X \to Y$ be a $s$-irresolute function from a $s$-separable.

Be a $s$-irresolute function from a $s$-separability space, then $X$ has a countable dense subset $\eta$, so $F(\eta)$ is countable. Now suppose $N$ is a $s$-open set in $F(X)$ since $F$ is $s$-irresolute is a non-empty open set in $X$, so $F^{-1}(N) \cap \eta \neq \emptyset$, hence $N \cap F(\eta) \neq \emptyset$. We have $F(\eta) \subseteq F^{-1}(N)$ is a countable $s$-dense subset of $F(X)$.

**7. S-FIRST COUNTABILITY**

**Definition 7.1.** [28] A space $X$ has a countable basis at $x$ if there is a countable collection $B_x$ of neighborhoods contains $x$ is say basis at $X$ if for each neighborhood $U$ such that $x \in U$ there exists $B_x \in B_x$ such that $x \in B_x \subseteq U$.

**Definition 7.2.** [28] A topological space $X$ having a countable basis at each of its points is said to first countability if for any $x \in X$ there is a countable local base $B_x$ at $X$.

**Theorem 7.1.** [28] 1) Every subspace of first countability is first countability.
2) The continuous image of a first countability and open map is first countability.

**Definition 7.3.** In a space $X$, a collection $N_x$ of $s$-open sets that contains an element $x$ is called $s$-local basis at $X$ if for any $s$-open set $B$ such that $x \in B$ there is $N_x \in N_x$ such that $x \in N_x \subseteq B$.

**Definition 7.4.** A topological space $X$ is called $s$-first countability if for any $x \in X$ there is a countable $s$-local base at $X$.

**Theorem 7.2.** A $s$-open subspace of $s$-first countability is $s$-first countability.

**Proof.** Let $Y$ be a $s$-open subspace of a $s$-first countability $X$, then any $y \in Y \subseteq X$ has a countable $s$-local base $N_y$ for $X$.

Let $M$ is a $s$-open set in $Y$ that contains $y$, then form theorem (2.6) then $M$ is $s$-open in $X$. 
since $\mathcal{K}_y$ is a s-local base at $y$, there exists a s-open set $N_y \in \mathcal{K}_y$ such that $y \in N_y \subseteq M$, then $y \in N_y \cap Y \subseteq M \cap Y = M$. Therefore, $N_y \cap Y$ is a countable s-local base at $y$ in the subspace $Y$.

**Theorem 7.3.** Image of s-first countability under s-irresolute and $M$-s-open map is s-first countability.

**Proof.** Suppose $F: X \to Y$ is a s-irresolute, $M$-s-open map from a s-first countability $X$ onto a space $Y$. Then for any $y \in F(X)$ there is a countable s-local base $\mathcal{K}_{F^{-1}(y)}$ at $F^{-1}(y)$ for $X$, since $F$ is $M$-s-open map the collection $F(\mathcal{K}_{F^{-1}(y)})$ is countable collection of s-open sets in $F(X)$, and since $F$ is s-irresolute, then $F(\mathcal{K}_{F^{-1}(y)})$ is a countable s-local base at $y$.

**8. S-SECOND COUNTABILITY**

**Definition 8.1.** [29] A space $X$ has a countable basis if there is a countable collection $\mathcal{B}$ of subsets of $X$ that is a basis for on $X$ space. In this case $X$ is said to satisfy the second countability axiom, or to be second-countable.

**Theorem 8.1.** [29]

1) Second-countability implies first countability.

2) Every subspace of a second-countability is second-countability.

3) The continuous image of a second countability and open map is second countability.

**Definition 8.2.** The collection $\mathcal{K}$ of s-open sets in a space $(X, \tau)$ is say s-base for $X$ if each s-open set can expressed as a union of members of $\mathcal{K}$.

**Examples 8.1.**

1) Let $X = \mathbb{R}$ with $\tau = \{\mathbb{R}, \mathbb{Q}, \mathbb{K}, \emptyset\}$ the collection $\{\mathbb{Q}, \mathbb{K}\}$ is base for $\mathbb{R}$ but not s-base, while the collection $\{\{x\}\}_{x \in \mathbb{R}}$ is s-base for $\mathbb{R}$ but not base.

2) Let $\tau = \{\mathbb{R}, \emptyset\}$ on $\mathbb{R}$ the collection $\{\{x\}\}_{x \in \mathbb{R}}$ is s-base but not base.

**Definition 8.3.** A space $(X, \tau)$ is say s- second countability if $X$ has a countable s-base.

**Examples 8.2.**

1) Let $X = \mathbb{R}$ with $\tau = \{\mathbb{R}, \mathbb{Q}, \mathbb{K}, \emptyset\}$ is second countability but not s-second countability.

2) The trivial space on uncountable is second countable space but not s-second countability.

3) The space $X = \mathbb{R}$ with $\tau = \{\mathbb{R}, \mathbb{Q}, \emptyset\}$ is s-second countability, since $\{\mathbb{R}\} \cup \{\{x\}\}_{x \in \mathbb{Q}}$ is a s-local base for $\mathbb{R}$.

**Definition 8.4.** Let $(X, \tau)$ be a space is say s-countability if the collection $SO(X, \tau)$ is countability.

**Corollary 8.1.** Any s-countability is s-second countability.

**Proof.** Direct since $SO(X, \tau)$ is a countability s-local base for $X$.

**Remark 8.1.** Any s-countable space is s-first countability space and s-separability.

**Examples 8.3.**

1) Let $X = \mathbb{R}$ with $\tau = \{\emptyset\} \cup \{\{x\}\}_{x \in \mathbb{R}}$ is s-separability(since $\{1\}$ is countable s-dense set
in \( \mathbb{R} \), but \( X \) is not s-second countability since \( \{1,x\} \) is s-open set for any \( x \in \mathbb{R}, x \neq 1 \).

2) If \( X = \mathbb{R} \) and \( \tau = \{\phi, \mathbb{R}, \{1\}\} \) then \( X \) is s-first countability (since \( \{\{1\}, x\} \) is a countable s-local base at any point \( x \in \mathbb{R} \)), but not s-second countability. Note that, the space \( X \) is countable but not s-second countability.

**Theorem 8.2.** Any s-open subspace of s-second countability is second countability.

**Proof.** If \( Y \) be a s-open subspace of a s-second countability of \( X \), then \( X \) has a countable s-base \( \mathcal{N} \). Now we need to prove that the collection \( \mathcal{N}_Y = \{N \cap Y : N \in \mathcal{N}\} \) is a countable s-base for \( Y \). Let \( M \) is a s-open set in \( Y \), then form theorem (2.3) we get \( M \) is s-open in \( X \), since \( \mathcal{N} \) is a s-base for \( X \), there exist s-open sets \( N_x \in \mathcal{N} \) such that \( M = \bigcup N_x \), then \( M = M \cap Y = \bigcup (N_x \cap Y) \), therefore \( \{N_x \cap Y\} \) is a countable s-base for the subspace \( Y \).

**Theorem 8.3.** The s-irresolute image of s-second countability and \( M \)-s-open map is s-second countability.

**Proof.** Let \( F:X \rightarrow Y \) is a s-irresolute and \( M \)-s-open map from a s-second countability \( X \) onto space \( Y \). Then \( X \) has a countable s-base \( \mathcal{N} \), since the map \( F \) is \( M \)-s-open map the collection \( F(\mathcal{N}) \) is a countable collection of s-open sets in \( F(X) \), and since \( F \) is s-irresolute, then \( F(\mathcal{N}) \) is a countable s-local base for \( F(X) \).

**Example 8.4.** Let \( X = Y = \mathbb{R} \) with \( \tau_1 = \{\mathbb{R}, \mathbb{Q}, \phi\} \) then \( SO(X, \tau_1) = P(\mathbb{R}) \). Then the identity map from \((\mathbb{R}, \tau_1)\) onto the space \((\mathbb{R}, \tau_2)\) is \( M \)-s-open map, however the space \((\mathbb{R}, \tau_1)\) is s-second countability while \((\mathbb{R}, \tau_2)\) is not s-second countability.

**Conclusion**

We introduce the notion of dense countability axioms; namely semi-countability axioms. We study the basic properties of s-countability axioms, as their subspaces and their continuous images. In addition, we discuss the relations between s-countability axioms and countability axioms, and we prove that the axioms of separability, s-separability and s-second countability are equivalent.

Outline some of our results:

- s-dense set is dense.
- In submaximal space, any s-open set is open set.
- In partition space, any subset is s-open.
- s-separability is separability, but not conversely.
- b-separability is s-separability space, but not conversely.
- A s-open subspace of s-first countability is s-first countability.
- s-countability space is s-first countability and s-separated space.
- s-Second Countabilility is s-First Countability.
• s-open subspace of s-second countability is second countability.
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Abstract: Metal complexes of 3-acetylpyridine thiosemicarbazone ligand (3-APT) with Ni(II), Cu(II), and Pd(II) chlorides were screened against bacterial strains Staphylococcus aureus, Bacillus subtilis, Escherichia coli and Pseudomonas aeruginosa. Cytotoxic activities showed that the Pd (II) complex exhibited more effective cytotoxic activity against human breast cancer cell line MCF-7 with (IC50=20.72 μg/ml. The nucleophilic and electrophilic location interactions in the investigated ligand were described using the molecular electrostatic potential (MEPs) map. The density functional theory (DFT) was also carried out. Molecular docking investigation displayed the interactions between the active site amino acids of ribosyltransferase with the studied complexes. Besides, the cytotoxic modes of action by the active chelates with epidermal growth factor receptor tyrosine kinase were studied.

Keywords: 3-Acetylpyridine, Thiosemicarbazone, Microbiological screening, Molecular docking

Introduction

Bacterial and viral mutations, as well as resistance to existing drugs, have emerged as significant challenges in the medical field. This necessitates the development of novel drugs and medicines to combat such a threat. It has been observed that metal complexes with thiosemicarbazone (TSC) ligands and their derivatives exhibit respectable medicinal properties and seem advantageous in terms of generating less toxic and more potent medications [1-4]. Significantly, detailed studies have shown that the biological activity of thiosemicarbazones is related to their ability to coordinate with metal centers in proteins and enzymes in a variety of ways, whether in the neutral form of thione or in the negative form of thiol. On chelation, the polarity of the metal ion will be reduced to a greater extent due to the overlap of the ligand orbital and partial sharing of the positive charge of the metal ion with the donor [5]. This increased lipophilicity enhances the penetration of the
complexes into lipid membranes and thus blocks the metal binding sites on enzymes of microorganisms [6]. When the nitrogen atom of the imine group of TSCs forms a hydrogen bond with the active centers of cellular components, it may disrupt typical cellular functions. These metal complexes also disturb the respiration process of the cell and thus block the synthesis of proteins, which restricts further growth of the organism [7]. It also correlates with the nature of the N-C=S group, which is of great interest in chemotherapeutics [8]. Palladium has complexes that demonstrate a noticeable cytotoxic activity comparable to that of platinum-based drug references [9]. Consequently, the complexes formed by coordination of thiosemicarbazone derivative with various metal ions specially Pd(II) ion are expected to have potent antitumor properties [10]. However, there are only few previous reports on 3-acetylpyridine thiosemicarbazone [11-14]. So, this work constitutes a fertile and exciting area for further investigations. The present article gives an insight into the antibacterial and antitumor activities of copper(II), nickel(II) and palladium(II) complexes derived from 3-acetylpyridine thiosemicarbazone (3-APT). The nucleophilic and electrophilic location interactions in the investigated ligand were described. The density functional theory (DFT) is also described. The molecular docking study will be completed at the end to demonstrate the various hydrogen bonds that have been formed between our compounds and the selected proteins.

1- Methods

a. Theoretical Method

The investigated complexes are optimized using the density functional theory B3LYP and the basis set LANL2DZ [15]. The structures were visualized using GaussView 5.0.8 after the calculations were completed using the Gaussian09 package [16]. For molecular docking studies, the Molecular Operating Environment (MOE) 2009.10 program was utilized. The binding free energy of the inhibitor inside the macromolecule was calculated. The protein crystal structure of the ribosyltransferase (antimicrobial activity) (PDB: 3GEY) and epidermal growth factor receptor tyrosine kinase EGFR (antitumor activity) (PDB code: 1M17) was obtained from Protein Data Bank (PDB). The nucleophilic and electrophilic location interactions were described using the molecular electrostatic potential (MEP) map [17].

b. Experimental Method

In vitro antibacterial activities of the ligand and its complexes were studied using the Kirby-Bauer disc diffusion method [18]. After being incubated at 35–37 °C for 24–48 hours.
with Gram (+) bacteria like *Staphylococcus aureus* and *Bacillus subtilis* and Gram (-) bacteria like *Escherichia coli* and *Pseudomonas aeruginosa*, the diameters of the inhibition zones were measured in millimeters. The growth of the tested bacteria was reached to approximately $10^7$ cells/ml using Mueller Hinton media and counted by using plate counter [19]. The volume used from microbial suspension was 100 μl that spread onto agar plates. The volume used from the tested samples was 10 μl that placed on agar media with the help of blank paper disks. The influence of ligand and their chelates on the used bacteria were compared with sensitivity to a common antibiotic (Gentamicin).

**Activity Index (A)**

$$A = \frac{\text{Inhibition zone of prepared compound(mm)}}{\text{Inhibition zone of standard drug(mm)}}$$

The antitumor activity of 3-APT and its complexes against the MCF-7 breast cancer cell line was established through by MTT assay method which measures the cellular metabolic viability [20]. The MTT assay technique is based on the reduction of the tetrazolium salt MTT to insoluble purple formazan by metabolically active cells, making their activities quantifiable by spectrophotometry. Cells were cultured in 96-well plates and were treated with different concentrations of test compounds after incubation. Another group of cells was treated with small concentrations of doxorubicin. After 48 h treatment, the cells were incubated with MTT (0.5 mg mL$^{-1}$), and formazan crystals were dissolved in DMSO. Results are expressed in terms of the concentration required to inhibit cell growth by 50% relative to untreated cells (IC$_{50}$).

2- Results and discussion

a. Theoretical results

In order to better understand how well novel compounds exhibit bioactivity against the target, we can use molecular docking to identify the potential mechanisms of interaction and binding affinities of these therapeutic molecules. We validate the docking procedure by docking the co-crystalized ligand in its binding pocket. The co-crystalized ligand in the ribosyltransferase (code: 3GEY) was P34(1-N~2~,N~2~'-dimethyl-n~1~-(6-oxo-5,6
dihydrophenanthridin-2-yl)glycinamide. The docking results are seen in (Table 1) and (Figure 1). Side chain acceptor interaction type was observed between the terminal amino group proton with carbonyl oxygen of Thr-A622 amino acid in the case of ligand and with carbonyl oxygen of Asp-A623 in both Cu and Ni chelates. Cu chelate observed various interactions as side chain donor between the N of py ring with terminal amino group of Lys-A518, Backbone acceptor between the terminal NH$_2$ proton of ligand with Gln-B549 carbonyl...
oxygen and arene-cation interaction between the aromatic pyridine ring with both (Ly-A518 & His-B550) amino acid residues. Moreover, the aromatic pyridine ring interacts with both His-B550 and the Pd chelate in an arene-cation fashion. Molecular docking study of the standard Gentamicin drug observed high scoring energy value which compatible with its antibacterial activity. It demonstrates the side chain donor interactions of the amino acids Asn-B508 (carbonyl oxygen), Lys-A518 (terminal amino), and Gln-B549 (carbonyl oxygen) with the ring oxygen atoms OH and NH₂. It was observed that the OH groups of gentamicin and Gln-B549 (carbonyl oxygen) amino acid had a backbone acceptor interaction type. The redocking results mentioned variable poses with acceptable RMSD values. Most values are lower than 2 Å with high docking score. The best pose with high scoring energy and lower RMSD show interaction between NH group of P34 and Asn-B508 (carbonyl oxygen) as side chain acceptor interaction type manner. The Arene-cation interaction type was observed with His-B550. The previous docking results for Gentamicin and P34 were seen in (Figure 2). The hydrogen bonds values of most of observed results were written in (Table 1). All chelates have more negative scoring energy than the ligand itself. Backbone acceptor was observed in the ligand by hydrogen formation between Gln-767 (carbonyl oxygen) residue with NH proton and Arg-752 with the terminal amino proton. Solvent contact interaction was observed in Cu-L and Pd-L compounds. Ni-L chelate formed the hydrogen bond between the terminal amino protons with Asn-818 residue. Molecular docking study of both cisplatin and doxorubicin against the same protein revealed higher negative scoring energy value for doxorubicin than the cisplatin. The chelates have comparable values to the standard doxorubicin drug. The docking results are seen in (Table 2 and Figure 4). Doxorubicin (OH) interacted with Thr-830 (OH) while the cisplatin (NH₃) was interacted with the main chain oxygen of two different amino acids (Asp-831 and Glu-738). We validate the docking procedure by docking the co-crystalized ligand in its binding pocket. The co-crystalized ligand in the EGFR tyrosine kinase receptor (PDB Code: 1M17 (was 4-anilinoquinazoline (AQ4). The redocking of the (AQ4) revealed good poses with RMSD as seen in (Table 2 and Figures 3, 4). The RMSD is lower than 2 Å with high docking score. The docking results cleared the interaction between the (N1) quinazoline ring of (AQ4) inhibitor with the terminal amino group of Lys-721 amino acid. The hydrogen bond values were mentioned in (Table 2). DFT calculations were performed for the 3-APT
ligand and its complexes. The optimization molecular properties were mentioned in Figures (5, 6) and (Table 3, 4). Some bond lengths were increased as [(N9-C7), (N9-N10) and (C11-S12)] and others were decreased as [(C1-N7), (N10-C11) and (C11-N13)] to optimize the coordination through N9 and S12 donor sites. New bonds were formed due to chelation as M-N9 and M-S12 bonds in all chelates with the appearance M-Cl bond in palladium and copper chelates. The bond angles of ligand were changed by the coordination to metal ions as pointed out in (Figure 5). Angles surrounding the metal change dramatically when the metal center is changed. The negative charge was mostly delocalized over N7 and S12 atoms with calculated charges -0.176 and -0.07 respectively to form the energetically stable five-membered ring. After coordination, the electron density over the previously mentioned atoms was decreased due to the transfer of charge from the donor sites of ligand to the central metal ions i.e. (L→M). The case of an increase in electron density may be due to the back donations from metal to ligand. These calculated charges converted to [Ni= (-0.217&+0.210), Cu= (-0.221 & +0.092) and Pd= (-0.15 &+0.170)] for N7 and S12 atoms respectively. The metal charges converted to +0.097, +0.067 and -0.083 in the case of Ni, Cu and Pd after coordination respectively. The molecular orbitals are identified as the frontier molecular orbitals (FMOs) as seen in (Figure 6). The HOMO-LUMO energy gap has been identified as an important stability descriptor. The large HOMO-LUMO energy gap is consistent with systems that are stable and have little reactivity. The orbital frontier eigenvalues and HOMO-LUMO gaps are inserted in (Figure 6). A molecule with a small HOMO-LUMO gap is more reactive and is a softer molecule because the smaller hardness values imply higher reactivity. The complexes were more reactive than the parent ligand, as shown by energy gaps. The negative chemical potential is indicative of their stabilities. The electron cloud of (3-APT)’s HOMO is mainly localized on the aliphatic part concluding the thiosemicarbazone part but LUMO electron cloud extended to both the aliphatic and aromatic parts. The electron cloud with respect to the HOMO orbital was distributed after coordination over the aromatic pyridine ring with the coordination center in case of nickel chelate but distributed over the aliphatic part with the coordination center in case of copper and palladium chelates. The LUMO electron distribution of palladium chelate localized over the whole molecule while in nickel and copper chelates was limited to the aliphatic part with the coordination center. As indicated by the
magnitude of their dipole moments, the polarity of the ligand increased after chelation by bonding to palladium (II) metal ion and vice versa by coordination with nickel (II) and copper (II). Many ground state parameters can be calculated using the formulas below:

\[ I = -E_{\text{HOMO}} \]
\[ A = -E_{\text{LUMO}} \]

Where, \( I \) = Ionization potential of the compound, \( A \) = Electron affinity of the compound

\[ I \ (\text{Ionization potential}) = -E_{\text{HOMO}} \]
\[ A \ (\text{Electron affinity}) = -E_{\text{LUMO}} \]
\[ \eta \ (\text{hardness}) = \frac{(I-A)}{2} \]
\[ S \ (\text{Softness}) = \frac{1}{2\eta} \]
\[ \mu \ (\text{Chemical potential}) = \frac{-(I + A)}{2} \]
\[ \chi \ (\text{absolute electronegativity}) = \frac{(I + A)}{2} \]

Also, we noticed that Ni and Cu chelates had the lowest dipole values (See Table 4). The dipole moment property of a substance classically indicates its polarity. Drug solubility in water increases with increasing the dipole moment, suggesting that dipole moment is a crucial factor in determining drug penetration through the organism’s cell membrane and the rate of excretion. The ability of a compound to penetrate the lipid layer of a microorganism more effectively is influenced by its liposolubility, attacking the cell constituents and become more dangerous and toxic in the cellular environment.

The electron density is polarized as seen in the three-dimensional view of MEP. Additionally, we can get the size and geometry of the molecules [21]. MEP is computed to estimate specific structural reactive sites by the change of color that indicates the electron density along the different positions in the molecule. The red or orange areas indicate locations with high density of electrons while the blue color provides positions with the low electron densities. N7 and S12 atoms have great negative electrostatic potential on the studied ligand, while the rest of the ligand molecule has the highest positive electrostatic potential, as seen in (Figure 7). It means the previously mentioned atoms can attracted to the positive electrostatic potential membrane structure of the cells and are active sites for metal ion coordination. We can say that the investigated chelates exhibit positive electrostatic potential (ESP) maps on their skeletons and negative ESP on its coordination centers, as shown in (Figure 7). Therefore, they can bind tightly into the investigated microorganism having the negatively electrostatic potential. This may be necessary in order to produce an optimal docking pose of the drug inside the binding pocket of the tested microorganism in order to form a stable complex.

**a. Experimental results**

The organisms used consist of two of each Gram positive (Bacillus Subtilis&
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Staphylococcus aureus) and two Gram negative (Escherichia coli & Pseudomonas aeruginosa). All investigated compounds have at least similar inhibition zone value to the standard antibiotic. The most of inhibition zones exceed the standard antibiotic (Gentamicin) against all tested organisms as represented in (Figures 8, 9) and pointed out in (Table 5). Nickel chelate observed the best result against the Escherichia coli organism with an inhibition percentage 177.8 % relative to the standard antibiotic values (Gentamicin). The other compounds give 150 %, 155.5 % and 144.4 % for Cu, Pd and ligand respectively that compatible with the docking scores sequence is Ni > Pd -> Cu > 3-APT. The free ligand was more effective than the standard drug at inhibiting the Staphylococcus aureus organism, with an inhibition percentage of 133.3%, but their complexes exhibit weaker antibacterial activity, with respective inhibition percentages of 118.5%, 103.7%, and 100% for Ni, Cu, and Pd complexes. When compared to the values for standard antibiotics, it also saw the best results against the Pseudomonas aeruginosa organism with an inhibition percentage of 171.4%. The remaining compounds give 161.9 %, 157.1 % and 157.1 % for Cu, Pd and nickel complexes with the sequence is: 3-APT > Cu > Pd ≈ Ni. Additionally, against the Bacillus Subtilis bacterial strain, all chelates and ligand demonstrated appreciable activity, as shown by the values in (Table 6).

The cytotoxicity order is Pd > Cu > L≈Ni depending on the IC50 values (See Table 6 and Figure 10). The lower IC50 of the compound, the less you consume from this active compound to achieve the favored effect. The most notable cytotoxic activity against the cancer cell was achieved by the palladium chelate. The isoelectronic property of Pd (II) to platinum (II) with similar square-planar geometry as cisplatin, the palladium (II) compounds expected to have a potential to be anti-cancer agent. One of the interesting observation that found, in spite of nickel and palladium are from the same group but palladium indicates more effective inhibition for the progression of cancer cells. It may be due to the facilely process of aquation of the Pd-compounds when enter the cancer cell and consequently inhibit its progress. Also, it may be due to the smaller size of the palladium complex as attached to one molecule of ligand only but nickel metal was attached to two molecules of ligand which maybe affect the membrane permeability of cancer cells and then the cell mortality that is called “cell apoptosis” [22]. The same observation was noticed by comparing nickel and copper activities, both complexes were attached to two ligand molecules but the copper ion with a
smaller size than a nickel. Therefore, copper chelate observed a higher cytotoxic effect. The anticancer activity of our compounds was in good agreement with earlier studies that suggested the anticancer effects of sulfur-containing compounds depend heavily on apoptosis [23]. In a previous study testing the cytotoxic properties of 2-APT ligand, the comparison of the cytotoxic activities indicates that 2-APT shows lower IC50 value than 3-APT [24].

Conclusion

The significance of thiosemicarbazones and their metal complexes, apart from their diverse chemical and structural characteristics, stems from not only their potential but also their proved application as biologically active molecules. The antibacterial screening showed the superiority of studied compounds over the well-known standard drug, gentamicin. This could be due to the presence of active function groups as NH2, NH, and N-pyridine which help in the formation of hydrogen bonds with the active center of cell constituents. In particular, among the three complexes, the palladium (II) complex shows noteworthy anticancer activity with a lower IC50 value (IC50 = 20.72 μg/ml) than its free ligand.

Abbreviations and Acronyms

TSCs (Thiosemicarbazones), IC50 (half-maximal inhibitory concentration), μg/ml (Microgram per milliliter unit), MEPs (molecular electrostatic potentials), L (Ligand) Ni (Nickel), Cu (Copper), Pd (Palladium), MCF-7 (Michigan Cancer Foundation-7), FMOs (frontier molecular orbitals).
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**Figures and Tables**
**Fig. 1:** Docking structures of with proteins ribosyltransferase.

**Fig. 2:** 2D and 3D Docking structures of Gentamicin and P34 compounds with ribosyltransferase (code: 3GEY).
Fig. 3: Docking structures of with proteins EGFR tyrosine kinase.

Fig. 4: 2D and 3D Docking structures of cisplatin, doxorubicin and AQ4 compounds respectively against EGFR tyrosine kinase (PDB ID: 1M17).

Fig. 5: Optimized geometry of ligand and its metal complexes.
Fig. 6: Molecular graphs of ligand and complexes.

Fig. 7: The molecular electrostatic potentials (MEPs) of the ligand and its metal chelates.

Fig. 8: Photographic representation of zone of inhibition of the ligand and their Ni(II), Pd(II) and Cu(II) towards different types of bacterial strains.
Fig. 9: Biological activity and percentage inhibition of the compounds towards different types of bacterial strains.

Fig. 10: Surviving fraction of 3-APT ligand and its metal complexes at different concentrations (μg/ml) on MCF-7 human breast cancer cell. B) IC_{50} values against the MCF-7 breast cancer cell line.

Table 1: Comparison of binding affinity of thiosemicarbazone ligand and their complexes against ribosyltransferase.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Scoring energy (RMSD)</th>
<th>Involved amino acids</th>
<th>Type of interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ligand</td>
<td>-2.60(0.78)</td>
<td>Thr-A622 (2.43 Å)</td>
<td>Side chain acceptor</td>
</tr>
<tr>
<td>Cu-Complex</td>
<td>-4.42(2.25)</td>
<td>Asp-A623, Lys-A518 (2.78 Å), Gln-B549 (1.88 Å) and (Ly-A518 &amp; His-B550)</td>
<td>side chain acceptor, side chain donor, Backbone acceptor, an Arene-cation interaction</td>
</tr>
<tr>
<td>Ni-Complex</td>
<td>-5.71(1.36)</td>
<td>Asp-A623 (1.83 Å)</td>
<td>Side chain acceptor</td>
</tr>
<tr>
<td>Pd-Complex</td>
<td>-2.46(2.53)</td>
<td>His-B550</td>
<td>Arene-cation interaction</td>
</tr>
<tr>
<td>-------------</td>
<td>-------------</td>
<td>----------</td>
<td>--------------------------</td>
</tr>
<tr>
<td>Gentamicin</td>
<td>-7.00(1.73)</td>
<td>(Asn-B508 (2.39 °A) &amp; Lys-A518) and Gln-B549 (2.18 °A), Asn-B508 (1.80 °A)</td>
<td>side chain donor and Backbone acceptor, side chain acceptor</td>
</tr>
<tr>
<td>P34</td>
<td>-4.78(1.31)</td>
<td>Asn-B508 and His-B550 N</td>
<td>side chain acceptor and Arene-cation interaction</td>
</tr>
</tbody>
</table>

**Table 2:** Comparison of binding affinity of complexes against EGFR tyrosine kinase receptor

<table>
<thead>
<tr>
<th>Compound</th>
<th>Scoring energy (RMSD)</th>
<th>Involved amino acids</th>
<th>Type of interaction</th>
<th>pM (M-N9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ligand</td>
<td>-3.04(1.58)</td>
<td>Gln-767 (2.29 °A) and Arg-752</td>
<td>Backbone acceptor</td>
<td>115.723</td>
</tr>
<tr>
<td>Ni-Complex</td>
<td>-6.27(1.40)</td>
<td>Asn-818</td>
<td>Side chain acceptor</td>
<td>119.732</td>
</tr>
<tr>
<td>Cu-Complex</td>
<td>-5.57(2.48)</td>
<td>Asn-818</td>
<td>Solvent contact</td>
<td>119.970</td>
</tr>
<tr>
<td>Pd-Complex</td>
<td>-4.92(1.03)</td>
<td>His-B550</td>
<td>Solvent contact</td>
<td>116.862</td>
</tr>
<tr>
<td>Cisplatin</td>
<td>-1.92(2.01)</td>
<td>Asp-831 (2.08 °A) and Glu-738 (1.87 °A)</td>
<td>Side chain acceptor</td>
<td>119.416</td>
</tr>
<tr>
<td>Doxorubicin</td>
<td>-5.45(2.62)</td>
<td>Thr-830 (2.44 °A)</td>
<td>Side chain acceptor</td>
<td>121.124</td>
</tr>
<tr>
<td>4-anilinoquinazoline (AQ4)</td>
<td>-3.30(1.26) -3.91(2.54)</td>
<td>Lys-721 (3.30 °A) and Lys-721</td>
<td>Side chain donor and Arene-cation</td>
<td>86.695</td>
</tr>
</tbody>
</table>

**Table 3:** Some of the optimized bond lengths, Å and bond angles, degrees, for (3-APT) and complexes using B3LYP/6-311G and B3LYP/LANL2DZ respectively.

<table>
<thead>
<tr>
<th>Bond length (Å)</th>
<th>Ligand</th>
<th>Ni-complex</th>
<th>Cu-complex</th>
<th>Pd-complex</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.92(2.01)</td>
<td>Asp-831</td>
<td>Asn-818</td>
<td>Asn-B508</td>
<td>Pd-Complex</td>
</tr>
<tr>
<td>1.30333</td>
<td>H9(C7)</td>
<td>H9(N9)</td>
<td>H9(S12)</td>
<td>A(N9-S12-Cl)</td>
</tr>
<tr>
<td>1.42078</td>
<td>A(C7-N9)</td>
<td>A(C7-N9)</td>
<td>A(C11-S12)</td>
<td>A(C11-S12)</td>
</tr>
</tbody>
</table>

**Table 4:** Ground state properties of ligand and its metal complexes using B3LYP/6-311G and B3LYP/LANL2DZ respectively..
Table 5: Antibacterial activity data in (mm) of ligand and their chelates in various bacteria organisms and comparison with Gentamicin.

<table>
<thead>
<tr>
<th>Bond length (Å)</th>
<th>Ligand</th>
<th>Ni-complex</th>
<th>Cu-complex</th>
<th>Pd-complex</th>
</tr>
</thead>
<tbody>
<tr>
<td>Et, Hartree</td>
<td>927.8</td>
<td>1248.6</td>
<td>1290.7</td>
<td>696.6</td>
</tr>
<tr>
<td></td>
<td>1323</td>
<td>16966</td>
<td>834423</td>
<td>6135</td>
</tr>
<tr>
<td>E_HOMO, eV</td>
<td>-5.43</td>
<td>-12.40</td>
<td>-0.33</td>
<td>-5.97</td>
</tr>
<tr>
<td>E_LUMO, eV</td>
<td>-1.66</td>
<td>-9.11</td>
<td>-0.26</td>
<td>-2.99</td>
</tr>
<tr>
<td>ΔE, eV</td>
<td>3.77</td>
<td>3.29</td>
<td>0.07</td>
<td>2.98</td>
</tr>
<tr>
<td>I= -E_HOMO, eV</td>
<td>5.43</td>
<td>12.40</td>
<td>0.33</td>
<td>5.97</td>
</tr>
<tr>
<td>A= -E_LUMO, eV</td>
<td>1.66</td>
<td>9.11</td>
<td>0.26</td>
<td>2.99</td>
</tr>
<tr>
<td>ξ, eV</td>
<td>1.88</td>
<td>6.54</td>
<td>8.16</td>
<td>3.01</td>
</tr>
<tr>
<td>η, eV</td>
<td>1.89</td>
<td>1.65</td>
<td>0.04</td>
<td>1.49</td>
</tr>
<tr>
<td>S, eV⁻¹</td>
<td>0.27</td>
<td>0.30</td>
<td>13.58</td>
<td>0.34</td>
</tr>
<tr>
<td>μ, eV</td>
<td>-3.54</td>
<td>-10.76</td>
<td>-0.30</td>
<td>-4.48</td>
</tr>
</tbody>
</table>

Table 6: Inhibitory activity (IC₅₀) of the ligand and their chelates against human breast cancer cell (MCF-7).

<table>
<thead>
<tr>
<th>Compound</th>
<th>IC₅₀ (µg/ml)</th>
<th>IC₅₀ (µM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ligand</td>
<td>182.68</td>
<td>940</td>
</tr>
<tr>
<td>Cu-Complex</td>
<td>25.21</td>
<td>48.21</td>
</tr>
<tr>
<td>Ni-Complex</td>
<td>185.17</td>
<td>345</td>
</tr>
<tr>
<td>Pd-Complex</td>
<td>20.72</td>
<td>55.76</td>
</tr>
</tbody>
</table>

Table 5: Antibacterial activity data in (mm) of ligand and their chelates in various bacteria.
Abstract: This research was conducted to estimation of soil pollution with wastewater by measuring heavy metals (Lead, Chromium, Copper, Zinc and Manganese) in Samples of imported vegetables (from Egypt), and the vegetables that we sampled are: cucumbers, tomatoes, eggplants, zucchini, onions and carrots, collected from the central vegetable market in Tobruk City. The samples prepared by dry-ashing digestion method and the concentrations of heavy metals were determined by using atomic absorption spectroscopy (AAS). The results showed a significant increase in the levels of heavy metals that were measured in the samples.

Keywords: pollution, wastewater, vegetables, heavy metal

Introduction

Environmental pollutants are substances or energy introduced into the environment that have adverse effects, or adversely affects the usefulness of a resource. These can be both naturally forming (i.e., minerals or extracted compounds like oil) or anthropogenic in origin (i.e., manufactured materials or byproducts from biodegradation). Pollutants result in environmental pollution or become public health concerns when they reach a concentration high enough to have significant negative impacts [1].

Untreated wastewater is a term used to describe wastewater that has not been treated to remove harmful pollutants. This type of wastewater can contain a variety of contaminants, including bacteria, viruses, parasites, heavy metals, and other chemicals. The use of untreated wastewater to irrigate vegetable fields is a common practice in many parts of the world. This is because wastewater is a readily available source of water, and it can be used to grow crops throughout the year. However, the use of untreated wastewater can also pose a number of risks to human health and the environment [2,3].

Growers are often unaware of the health risks associated with growing vegetables on
sewage and industrial effluents, which can lead to a buildup of heavy metals in the food chain [4].

Heavy metal pollution in water and soil is a serious problem that is of great concern to both the public and scientists, as these metals can be extremely toxic to human health and biological systems [5].

Research has shown that the rate at which plants absorb metals increases as the concentration of metals in the soil increases. In soils with low levels of metals, there is often a linear relationship between the concentration of metals in the soil and the concentration of metals in plants. For example, a study found that the concentration of Zn and Cd in bean leaf tissue increased with the amount of metals added to the soil through sludge applications. The concentration of metals in the plant tissue reached a maximum level, however, and did not increase further with additional applications of metals [6,7].

Urban agriculture can introduce new risks to public health, but it is also exposed to environmental hazards that can affect producers, traders, and consumers. These hazards are not unique to urban agriculture, as other activities in urban areas can also expose people to contamination. The list below summarizes the potential health hazards associated with urban agriculture, as identified by regional researchers in Africa, Asia, and Latin America [8].

1. Contamination of crops grown on polluted soils or irrigated with river water contaminated with industrial and chemical byproducts.
2. Microbial and heavy metal contaminants in untreated or improperly treated urban waste and human and animal excreta used in agriculture.
3. Zoonotic diseases associated with urban livestock keeping.
4. Encouragement of vector breeding sites.

The urban food system is at risk from industrial and chemical byproducts that can pollute crops, soil, and water. These pollutants can cause health problems for people of all ages, but children are especially vulnerable. Heavy metals are a major source of pollution in soils, and they can enter the food chain through irrigation, solid waste disposal, fertilizer and pesticide application, and atmospheric deposition [9].

Hardoy and Satterthwaite argue that chemical pollution is a major environmental concern in urban areas. Industrial and chemical pollutants are often disposed of in local bodies of water or vacant land without adequate measures to protect human health.
This can lead to a variety of health problems, including respiratory problems, cancer, and reproductive disorders [10]. They claim that "reports from Third World Cities of severe health problems arising from human contact with toxic or hazardous wastes are increasingly common".

Urban agriculture is a major source of heavy metal exposure for people living in urban industrial areas. This is because urban agriculture often takes place on contaminated land, and the produce grown on this land can contain high levels of heavy metals. The World Health Organization (WHO) and Polish researchers have found that 60-80% of heavy metal toxins found in human bodies in urban industrial areas are the result of consuming contaminated foods, rather than air pollution [11].

Heavy metals are of considerable environmental concern due to their toxicity and cumulative behavior [12]. Trace quantities of certain heavy elements, such as Cr, Co, Cu, Mn, and Zn, are essential micronutrients for higher animals and for plant growth [13]. On the other hand, they are easily assimilated and accumulate in plants and animals' bodies [14]. Vegetables absorb heavy metals from the soil as well as from surface deposits on the parts of vegetables exposed to polluted air [14]. Moreover, the presence of heavy metals in fertilizers contributes an additional source of metal pollution for vegetables [15].

MATERIALS AND METHODS
Samples of the edible vegetables that were imported from Egypt collected from Tobruk Central Vegetable Market in April 2023, the samples were randomly collected included: Cucumber, Tomato, Eggplant, Zucchini, Carrots and Onion.

The vegetables were first washed in fresh running water to remove any dirt, dust, or parasites. They were then washed with distilled water to remove any remaining contaminants. The vegetables were then sliced and dried in an oven at 90 degrees Celsius for 48 hours. After drying, the vegetables were ground into a fine powder [16].

Also, we measured all sample weight before and after dried to determine the moisture content in all vegetable samples.

Two grams of dry matter for each sample was weighed in a porcelain crucible and burn it on hot-plate at 120°C. After burning, ash was obtained at 550°C in a muffle furnace for four hours [17]. Then the ash was dissolved with 5ml 1N Nitric Acid and after 2 hours the solution transferred to a 100-ml calibrated flask and filtered with filter paper and fill to 100 ml with same diluted acid.

Concentrations of heavy metals (Zn, Cu, Pb, Cr, Mn) were measured by Drawell DW-
RESULTS AND DISCUSSION

The moisture content in all vegetable samples is shown in table 1:

<table>
<thead>
<tr>
<th>Sample Content</th>
<th>Zucchini</th>
<th>Eggplant</th>
<th>Carrots</th>
<th>Cucumber</th>
<th>Onion</th>
<th>Tomato</th>
</tr>
</thead>
<tbody>
<tr>
<td>% moisture</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>Zucchini</td>
<td>93%</td>
<td>94.2%</td>
<td>89.1%</td>
<td>95.7%</td>
<td>89%</td>
<td>93.9%</td>
</tr>
<tr>
<td>% solid</td>
<td>7%</td>
<td>5.8%</td>
<td>10.9%</td>
<td>4.3%</td>
<td>11%</td>
<td>6.1%</td>
</tr>
</tbody>
</table>

Figure 1: Comparing % of Moisture and solid contents in samples

Trace elements are essential in very small amounts for all life forms. However, they can also be toxic in higher concentrations, especially when they are present in organic compounds. Lead is a good example of a trace element that can be highly toxic, even in small amounts. It can cause a variety of health problems, including damage to the kidneys, liver, heart, and vascular and immune systems [18]. The presence of heavy metals in vegetables can be influenced by a number of factors, including the soil, fertilizers, and the proximity of industries or highways. It is important to be aware of the potential for heavy metal contamination in vegetables, as it can pose a health risk to humans, animals, and plants [19].

Copper and zinc are two trace elements that are essential for human health. They are required for a variety of biological functions, including the formation of enzymes and the maintenance of redox balance. However, even these essential nutrients can be toxic in high doses. It is important to consume copper and zinc in moderation, and to be aware of the potential for contamination in food [20]. The mean values of Zn, Pb, Mn, Cu, and Cr concentrations in 6 vegetable samples (Cucumber, Tomato, Eggplant, Zucchini, Carrots and Onion), are given in table 2 (Concentration mg/kg).

Table 2: Concentrations of heavy elements in samples

<table>
<thead>
<tr>
<th>Sample Metal</th>
<th>Zucchini</th>
<th>Eggplant</th>
<th>Carrots</th>
<th>Cucumber</th>
<th>Onion</th>
<th>Tomato</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pb</td>
<td>0.77</td>
<td>0.962</td>
<td>3.13</td>
<td>1.13</td>
<td>1.32</td>
<td>0.66</td>
</tr>
<tr>
<td>Cr</td>
<td>0.21</td>
<td>0.81</td>
<td>4.7</td>
<td>0.44</td>
<td>0.27</td>
<td>2.92</td>
</tr>
<tr>
<td>Zn</td>
<td>7.4</td>
<td>2.562</td>
<td>9.13</td>
<td>5.38</td>
<td>6.98</td>
<td>3.82</td>
</tr>
</tbody>
</table>
Figure 2: Concentrations of heavy elements in samples

The comparison between the main values of heavy metals in the samples with the values of the maximum normal value according to the Food and Agriculture Organization (FAO) [21], are in tables and figures 3, 4, 5, 6 and 7.

Table 3: Lead concentrations in the samples and the maximum permissible value.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Value of Pb in sample</th>
<th>Normal value</th>
<th>Pb</th>
<th>Cr</th>
<th>Zn</th>
<th>Mn</th>
<th>Cu</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zucchini</td>
<td>0.771</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eggplant</td>
<td>0.962</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Carrots</td>
<td>3.13</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cucumber</td>
<td>1.132</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Onion</td>
<td>1.329</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tomato</td>
<td>0.66</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Chromium concentrations in the samples and the maximum permissible value.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Value of Cr in sample</th>
<th>Normal value</th>
<th>Cr</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zucchini</td>
<td>0.218</td>
<td>0.1</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Zinc concentrations in the samples and the normal value.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Value of Zn in sample</th>
<th>Normal value</th>
<th>Zn</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zucchini</td>
<td>7.4</td>
<td>8.3</td>
<td></td>
</tr>
<tr>
<td>Eggplant</td>
<td>2.562</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td>Carrots</td>
<td>9.133</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>Cucumber</td>
<td>5.388</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td>Onion</td>
<td>6.98</td>
<td>1.7</td>
<td></td>
</tr>
<tr>
<td>Tomato</td>
<td>3.824</td>
<td>1.7</td>
<td></td>
</tr>
</tbody>
</table>

Table 6: Manganese concentrations in the samples and the normal value.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Value of Mn in sample</th>
<th>Normal value</th>
<th>Mn</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zucchini</td>
<td>0.504</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Eggplant</td>
<td>1.479</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td>Carrots</td>
<td>3.144</td>
<td>1.8</td>
<td></td>
</tr>
<tr>
<td>Cucumber</td>
<td>1.378</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>Onion</td>
<td>1.313</td>
<td>1.3</td>
<td></td>
</tr>
<tr>
<td>Tomato</td>
<td>0.732</td>
<td>1.2</td>
<td></td>
</tr>
</tbody>
</table>

Table 7: Copper concentrations in the samples and the normal value.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Value of Cu in sample</th>
<th>Normal value</th>
<th>Cu</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zucchini</td>
<td>N D</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Eggplant</td>
<td>0.017</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>Carrots</td>
<td>6.677</td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>Cucumber</td>
<td>0.969</td>
<td>0.7</td>
<td></td>
</tr>
<tr>
<td>Onion</td>
<td>N D</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>Tomato</td>
<td>N D</td>
<td>1.8</td>
<td></td>
</tr>
</tbody>
</table>
Figure 3: Comparison of lead concentrations in the samples with the maximum permissible value.

Figure 4: Comparison of Chrome concentrations in the samples with the maximum permissible value.

Figure 5: Comparison of Zinc concentrations in the samples with the maximum normal value.

Figure 6: Comparison of Manganese concentrations in the samples with the maximum normal value.
From tables and figures 3, 4, 5, 6 and 7, we can see:

- Lead values recorded very high percentages in all samples when compared to the maximum permissible values, reaching more than 31 times the permissible rate in the carrot sample.
- Chromium values also recorded rises in all samples, some of which had a very high chromium percentage, as the carrot sample recorded a rise of 47 times the permissible value.
- Zinc, manganese and copper recorded high values in some samples, but they are not very high compared to lead and chromium, where zinc recorded the highest value in the onion sample which is 4.1 times the normal rate, while manganese recorded the highest value in the carrot sample and it reached only 1.74 times higher than the normal rate, while copper recorded readings in only three samples, one of which was in the carrot sample, and it was very high, as the rate of rise reached 11.1 times the normal rate.

**Conclusion**

The values of heavy metals in the samples recorded an increase in 22 out of 28. Lead and chromium, all of its readings recorded very high values, above the maximum allowable rate.

The large increase in the values of the heavy metal readings indicates a significant contamination in the soil used in cultivating the samples. This pollution in the soil leads us to the conclusion that its pollution was not only through the air, but there must be other reasons that increased the percentage of pollution, perhaps the most prominent of which is wastewater pollution, especially industrial wastewater that pollutes the water used in agriculture in that soil, which led to the occurrence of accumulation and high Levels of heavy metals in the soil with time. This could explain the high levels of minerals such as lead and chromium (and copper in some samples) to very high levels.
In the end, it must be noted that the continued absolute dependence of the Libyan markets on imported vegetables contaminated with these high levels of heavy metals, without a strict mechanism to control quality standards in order to import this type of food, will lead to many public health problems for the citizen in the near future.
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Abstract: The present study was carried out to evaluate the fluoride content of bottled water brands available in the market of Tripoli city and to measure if it is consistent with local standards. A total of 23 commercially available brands were collected and examined for fluoride content. 22 samples were locally produced and one was imported. The average fluoride levels of each sample was determined using the procedure outline in the Palintest photometer method and then compared with the fluoride content printed on the bottle labels. In all bottled water brands investigated, 19 brands of the analyzed samples did not state the fluoride levels on the labels of the bottles. The determined fluoride concentrations ranged from 0 to 2.75 ppm. For each brand, the fluoride level was not similar to the labeled fluoride. 82.6% (19 brands) had a fluoride content lower than the Libyan standards, 1 brands had a fluoride content higher than the Libyan standards, and 7 brands had zero fluoride content. All the samples examined had fluoride content outside the range regulated by Libyan standards. There was a significant variation between the F levels stated by the manufacturer on the bottle labels and the values measured during the investigation.

Keywords: Fluoride, bottled water, oral health, Palintest

Introduction

Everything that lives on land, from plants to insects to humans, needs fresh water to survive. In fact, water is the main constituent in human body weight, on average, 60-70% of an adult's body weight is composed of water. Nowadays, the water demand that meets health requirements, and is free of contaminants has led to a new industry, the bottled water industry. Bottled drinking water is frequently used instead of tap water because of its convenience, pleasing taste, and perceived purity [11]. In the last few years, the consumption of bottled water has increased worldwide. Between 2006 and 2011, the world consumption changed from 178 billion to more than 231 billion liters. Drinking water is
usually the single largest contributor to daily fluoride intake [16].

Fluoride can be naturally found in natural water sources used for bottling at different levels, or can be added to reach the optimum content; it is a very effective mineral that has an influence on oral health; where it prevents decay in general when ingested and absorbed through the digestive system. The levels of fluoride ingested by humans differ from one individual to another according to the source they are exposed to, level, and amount ingested [9]. Excessive amounts of fluoride may cause health problems as well, the bottled water fluoride content may be highly variable among different brands, and that may lead to dental fluorosis especially in infants and children when receiving greater concentrations than the optimal levels recommended for their age group [1], [2]. An awareness of the exact concentration of drinking water whether public or bottled is required for an effective and safe preventive fluoride program [2]. Fluoride can sometimes be obtained from different sources in addition to drinking water, for example, in Karbala-Iraq black tea consumption is very common and the high content of fluoride in the tea leaves should be taken into consideration [13], [17]. As a result, all the sources of fluoride are important, and the total fluoride intake from all sources is critical in the development of fluorosis [10], [8], [18], [12], [4], [5]. Standards and limits have been developed by many international and local organizations to determine fluoride levels in drinking water that meet the needs of human health. In most of the early projects, it was found that most of the commercially available bottled water failed to list the content of fluoride [14], [20].

Fluoride, at some concentrations is known to influence many cellular functions in the human body in many ways. Some studies have demonstrated that high doses of fluoride can cause DNA damage, and change cell-cycle regulatory proteins, which in turn induce apoptosis [24]. However, the mechanism of apoptosis induced by fluoride is still unclear, especially in terms of identifying the signaling pathways that are closely involved in this process (Fig. 1) [24].

**Fig.(1):** Mitochondrion-mediated pathway of fluoride-induced cell apoptosis. Note: “+” means “activate”

Hence, this study is designed to discuss the
fluoride concentration in commercially available bottled drinking water in Tripoli according to local standards, to find out if significant differences existed among the products, and to explore packaging date as a variable on the fluoride content in bottled waters.

1. Materials and methods
An experimental study was carried out to measure and discuss the fluoride content of commercially available bottled water in Tripoli, Libya. To assess the F measured, the results obtained were compared to the recommended optimal fluoride levels in water according to Libyan standards. The samples were analyzed at FADCC Laboratory; The F analysis was made by the photometric method using the plainest.

A total of 23 commercially available different bottled water brands, which were chosen from those available in major supermarkets and grocery stores in Tripoli, Libya, were collected and examined during (January-February) 2019. twenty-two brands were produced in Libya and one brand was imported (it was the only one brand found in the study area at the time of collecting samples). twenty-one of the brands were within their expiration dates, while two did not state the expiration date. All the bottled water containers were made of plastic. Fluoride in the bottled water does not interact with the material of the bottle (glass or plastic) or the other minerals in the water [6,15]. The bottles were stored at room temperature in a dark place in their original closed container until they were examined. In order to check for the labelling of fluoride concentrations, the labels of the bottles were studied for comparison. The average for each sample was estimated, table (1). To assess the reliability of the method, a statistical analysis was employed to derive descriptive data using SPSS (Statistical Package for Social Science).

3. Results and discussion
Of the 23 samples of water examined, our findings are shown in Table (1), for each water sample, the fluoride concentration depicted on the label is shown in mg/L or (NM) if not mentioned. The mean F contents ranged between 0 and 2.751 ppm Table (1). Regarding the quality of the labeling of bottled waters, none of the samples had fluoride content listed on the labels. A clear variation between labeled and tested fluoride was estimated, which might be attributed to the soil mineral content of the underground reservoirs. Previous research attempts to evaluate the fluoride content of bottled water in several countries concluded that most of the early projects found that most of the commercially available bottled water failed to list the fluoride content[1],[21]. The
Fluoride content of each sample was judged according to the Libyan standard limits, where the standards have recommended that the fluoride in water in general be 1ppm without setting the minimum permissible level of F in drinking water. The World Health Organization (WHO) recommends that to maximize beneficial effects and minimize harmful effects, the level of F in drinking water should be ideally set between 0.7 and 1.2 ppm with a maximum of 1.5 ppm [22],[3]. Accordingly, a clear variation in fluoride concentration in the bottled water examined was found. The highest F concentration measured was 2.751 ppm, which is above the Libyan standard level recommended; the majority of tested samples had F levels below optimum health according to the standards used. All the samples examined, including the bottled water produced outside of Libya, have fluoride content outside the range regulated by the WHO, table (2). Hence, it is necessary that all concerned authorities take action to restrict the import and sale of these products.

**Table (1):** Fluoride levels in the analyzed bottled water (mg F/L).

<table>
<thead>
<tr>
<th>Country of origin</th>
<th>Brand name</th>
<th>Label fluoride</th>
<th>Measured fluoride F(mean ± SD) ppm</th>
<th>Manufacture Expiry date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local 1</td>
<td>NM</td>
<td>0 ± 0</td>
<td>M</td>
<td></td>
</tr>
<tr>
<td>Local 2</td>
<td>NM</td>
<td>0.2765 ± 0.0105</td>
<td>M</td>
<td></td>
</tr>
<tr>
<td>Local 3</td>
<td>0.24</td>
<td>0 ± 0</td>
<td>M</td>
<td></td>
</tr>
<tr>
<td>Local 4</td>
<td>0.97</td>
<td>0.181 ± 0.001</td>
<td>M</td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 2** Fluoride content compared to Libyan standard

| Local | 5  | NM | 0.57 ± 0.0034 | M |
| Local | 6  | 0.2| 0 ± 0        | M |
| Local | 7  | NM | 0 ± 0        | M |
| Local | 8  | NM | 0 ± 0        | M |
| Local | 9  | 0.02| 0.0595 ± 0.0005 | M |
| Local | 10 | NM | 0.3708 ± 0.0002 | M |
| Local | 11 | NM | 0.396 ± 0.004 | M |
| Local | 12 | NM | 2.751 ± 0.009 | M |
| Local | 13 | NM | 1.952 ± 0.001 | M |
| Local | 14 | NM | 0.494 ± 0.006 | M |
| Local | 15 | NM | 0 ± 0        | M |
| Local | 16 | NM | 0.1565 ± 0   | NM |
| Local | 17 | NM | 0.036 ± 0.001 | NM |
| Local | 18 | NM | 0.502 ± 0.002 | M |
| Local | 19 | NM | 0.554 ± 0.014 | M |
| Local | 20 | NM | 0 ± 0        | M |
| Local | 21 | NM | 1.564 ± 0.006 | M |
| Local | 22 | NM | 2.05 ± 0.01  | M |
| Imported | 23 | NM | 0.503 ± 0.003 | M |
| NM: Not Mentioned. | | | | |
4. Conclusion

This study concluded that all of the fluoride levels offered in the labels were different from the actual fluoride concentration tested; it is also noted that in most brands fluoride content is lower than the optimum level needed for human health; and sometimes above the level recommended according to the standards; especially for those who rely on bottled water as their main source of fluoride. It was also noted that for some brands the packaging date was not mentioned. Moreover there was a significant variation between the F levels stated by the manufacturer on the bottle label and the values measured during the investigation.

However, there needs to be a public awareness so that the oral health care providers and consumers have accurate information on the fluoride content of the water they drink.

References


Abstract: The aim of this study was to investigate the effects of exposure cigarette smoke on the cardiac tissues in male rats and the improvement role of Sidr honey. Twenty eight male rats were divided into four groups; Group 1: control rats; group 2: rats were given Libyan Sidr honey (100 mg/kg b.w./d.) orally for 4 weeks.; group 3: rats were exposed to the five lit from sidestream of the Karelia red cigarettes (5 times/d.) by a machine smoking for 4 weeks.; and group 4: rats were received the Sidr honey (100 mg/kg b.w./d.) orally for 2 weeks, then the rats were exposed to the Karelia cigarettes generated by a machine smoking with given the Sidr honey for 4 weeks. The X-Ray radiography of rats showing, heart mildly enlarged size in the KC-exposed rats as compared with the NC rats. While, the POR rats showed normal heart size when compared with KC rats. Moreover, the KC group showed a significant increase ($P < 0.05$) in CK, CK-MB, and LHD as compared to the NC group, whereas the POR group showed a significant decrease ($P < 0.05$) in the CK, CK-MB, and LHD when compared with the KC group. Histological investigation of the heart tissues of the KC group showed different histopathological changes as compared to the NC group. Nevertheless, the POR group showed the marked improvement in the heart tissues as compared to the KC rats. Conclusion, results demonstrated that Libyan Sidr honey significantly reduced the toxic effects of KC-exposed on the heart structures.

Keywords: Sidr honey, cigarette smoke, enzymes, heart tissues

Introduction

Cigarette smoke (CS) is one of the leading causes of death in many countries, which it is caused tissue damage, release of many substances in the body that have the direct potential of forming free radicals and activating inflammatory cells, such as macrophages and neutrophils, which also produces of reactive oxygen species (ROS) [1], [2], resulting in an imbalance in the cellular oxidant-antioxidant system [3], [4], and increasing the harmful substances concentration of tissues [1]. CS is a complex mixture composed of numerous harmful substances about 5000 chemical compounds. Among these substances
are nicotine, tar, carbon monoxide [5], [6], polycyclic aromatic hydrocarbons, cyanide, carbon-monoxide, lead, cadmium nitric oxide and nitric dioxide [7], where the nicotine is rapidly absorbed through the mucous membranes, respiratory tract, and gastrointestinal tract, and it is metabolized in the liver and caused oxidative cellular damage [8]. In addition, a long-term of CS exposure may be associated with myocardial dysfunction, heart failure, and increased mortality [9].

Antioxidants keeps the cells components from damage by resolving the free radicals. So, when antioxidants are consumed through the diet block damage to cells [10].

Honey is the natural product, and it has many nutritional, therapeutic and industrial values. it is contains a lot of bioactive substances such as amino acids, alkaloids, vitamins, proteins, phenolic compounds (PC), organic acids, flavonoids, and tocopherols, where the PC counter oxidative stress, ROS [11], [12], and roughly limiting cell damage by their chemopreventive agents [13]. Moreover, PC might also display distinctive anticarcinogenic and cardioprotective effects linked to their free radical stopping properties [14].

In the light of these findings, the aim of this study is to investigate the effects of exposure cigarette smoke on the cardiac enzymes and tissues in male albino rats and the improvement role of Sidr honey.

**Materials and Methods:**

1. **Chemicals:**
   - Libyan Sidr honey (SH) used was obtained from local market and analyzed by the Centre Lab of Omar Al-Mokhtar University, El-Beyda, Libya.
   - Karelia red cigarettes (KC) were obtained from the local market.

2. **Experimental animals:**
   28 healthy male albino rats, weighing 180-200 gm (10 weeks old) were used. Rats were obtained from the Zoology Department, Faculty Science, University of Omar Al-Mokhtar, El-Beyda, Libya. Animals were acclimatized for a period of 3 weeks and were housed in cages at standard laboratory conditions of room temperature (22 ± 2° C). Rats were fed standard rat chow and water ad libitum. This experiment complied with the guide for the care and use of laboratory animals ethical guidelines.

3. **Experimental design:**
   Male rats were randomly allocated into four groups of eight rats as follows:
   - **Group 1:** The normal control group (NC), rats were kept under standard laboratory conditions with ventilation and were not exposed to smoke.
Group 2: The Libyan Sidr honey group (SH), rats were given Sidr honey (100 mg/kg b.w./d.) [15], orally by gavage for four weeks.

Group 3: The Karelia red cigarettes group (KC). Cigarette smoke exposure was generated by a machine (bee smoker) device and a hole was connected to a smoking machine by the connection pipe to the glass box which was designed locally in the Zoology Department, Faculty Science, University of Omar Al-Mokhtar, El-Beyda, Libya (Fig. 1). The glass box is in a cube shape (aquarium shape) with the size of (length, 80 cm; width, 30 cm; height, 40 cm) for keeping the rats [16], [17]. The inhalation was performed in the closed glass box for condensation of the smoke a cover was removed to provide an unforced exchange of fresh air.

The KC was used five lit by using a smoking machine for fifteen minutes and exposing the rats to the sidestream of the KC for five minutes, then the rats were rested to ten minutes and ventilation by removing the box cover. This operation was repeated five times a day for four weeks, where the rats were exposed to the sidestream of the KC for six days in a week [18], [19].

Group 4: The protective group (PRO), rats were given SH (100 mg/kg b.w./d.) orally by gavage for two weeks then rats treated with the sidestream of the KC generated by a machine smoking (same group 3) with taking the Sidr honey for four weeks.

The serum biochemical analysis: At the end of the treatment, the blood samples were collected then centrifuged at 25º C for 10 minutes with 4000 rpm to obtain the serum. The serum samples kept in deep freezer (-18º C). The serum samples obtained analyzed to determine the concentration of creatine kinase (CK), lactate dehydrogenase (LDH) and creatine Kinase-myocardial (CK-MB) band of the control group and the experimental groups were performed in the Al-Beyda Laboratory for Medical Analysis, El-Beyda City by the methods of [21]. Plasma cardiac troponin T and I (cTnT and cTnl) were quantitatively

Fig. 1: The smoke-exposure system.
measured by means of a highly specific enzyme immunoassay using commercially available kits.

2. Histological examination:
Part of the heart tissue from all groups were fixed process in formalin (10 %), then dehydrated in graded alcohol and embedded in paraffin, and sections (5 μm) were prepared using a microtome device (model Leitz 1512, Germany). Sections were stained with hematoxylin and eosin by using standard procedures [22].

3. Statistical analysis:
All data were analyzed using Minitab statistical analysis package program (Minitab version 17). The parametric variables were displayed as the mean ± standard error (SE). We performed a one-way analysis of variance (ANOVA). In addition, means were separated using Turkey’s test at $P < 0.05$. The T test also using for compared between two means.

Results:
1. X-ray dark-field radiography:
The X-Ray radiography of rats showing, normal heart size in the NC rats and SH rats after 4 weeks (Fig. 2, A & B). Moreover, heart mildly enlarged size in the KC-exposed rats after 4 weeks (Fig. 2, C) as compared to NC rats. While, normal heart size in the POR rats (Fig. 2, D) when compared with KC rats.

2. Determine of the enzymatic activities of heart:
2.1. Determination of the creatine kinase (CK):
The results showed that there was a highly significant increase ($P < 0.05$) in the expression of the mean values of CK level of the KC group (185.43 ± 3.05) as compared with the NC group (129.9 ± 1.72). Moreover, the mean values of the CK level in the PRO group (161.14 ± 2.45) showed a significant reduction ($p<0.05$) as compared to the KC group (Table 1).

2.2. Determine of the creatine kinase-myocardial band (CK-MB):
Data recorded for CK-MB levels were carried out in Table (1), a significant increase ($P <0.05$) were found in the mean values of the KC rats.
(25.43±1.161) when compared with the NC rats (15.14 ± 0.77). Whereas, the mean values of CK-MB level in the PRO rats (19.71±0.71) showed a significant decrease \( (P < 0.05) \) as compared with the KC rats.

2.3. Determine of the lactate dehydrogenase (LDH):
The mean values of LDH level of control and experimental animals were presented in Table (1). The mean values of LDH showed, a highly significant increase \( (P<0.05) \) in the KC animals (188.3 ± 3.70) as compared to the NC (151.9 ± 4.99). Nevertheless, the mean values of LDH showed, a significant inhibition \( (P<0.05) \) in the PRO \( (171.49 ± 2.60) \) as compared to the KC animals.

Table 1: Average of mean values of CK, CK-MB, and LDH levels in the control and experimental groups.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>NC mean ± SE</th>
<th>SH mean ± SE</th>
<th>KC mean ± SE</th>
<th>PRO mean ± SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>CK (U/L)</td>
<td>129.9±1.72</td>
<td>130.29±1.63</td>
<td>185.43±3.05</td>
<td>161.14±2.45</td>
</tr>
<tr>
<td>CK-MB (U/L)</td>
<td>15.74±0.77</td>
<td>15±0.76</td>
<td>25.43±1.161</td>
<td>19.71±0.71</td>
</tr>
<tr>
<td>LDH (U/L)</td>
<td>151.9±4.99</td>
<td>139.29±3.29</td>
<td>188.3±3.70</td>
<td>171.49±2.60</td>
</tr>
</tbody>
</table>

*The means with different superscript were significantly different \( P < 0.05 \), were means superscripts with the same letters, mean that there is no significant difference \( (P < 0.05) \).
* NC = Normal control. SH = Libyan Sidr honey treated group. KC = Karelia red cigarettes group (PRO)= Protective group.

3. Histological investigation:
3.1. Histological preparations of the heart tissues
3.1.1. The heart sections of the NC group:
Microscopically, the heart sections of the NC group showed a normal histological architecture of the cardiomyocytes with well-organized and branched cardiac myofibers, centrally located oval nuclei, and minimal interstitial connective tissue with few interstitial fibroblasts (Fig. 3).

3.1.2. The heart sections of the SH group:
Light microscopic examination of the heart after administration of SH alone for 4 weeks revealed a normal histological structure: Normal histological architecture of the cardiomyocytes with well-organized and branched cardiac myofibers, centrally located oval nuclei, and minimal interstitial connective tissue with few interstitial fibroblasts (Fig. 4) as in the NC group.

3.1.3. The heart sections of rats exposure to KC:
Histological examination of the heart of rats after exposure to KC alone for 4 weeks showed different histopathological changes when compared with NC group such as arrangement of myocardial fibers was disordered as well as cellular edema and breaks or necrosis were evident. In addition, perivascular mononuclear cell infiltration,
Ragmentation of sacroplasm and degeneration changes, and congestion of blood vessels (Fig. 5). Hyaline degeneration of myocardial fibers, and highly thickened wall of blood (Fig. 6). Moreover, figure (7) showed congestion and dilated blood vessels, and hyperemia with inflammatory cells infiltrations. Also, degeneration of myocardial fibers and congestion of blood vessels with highly thickened wall was noted in the figure (8). In the gross level, the heart of male adult rats after exposure to the KC after 4 weeks showed severe damage in the heart tissues.

3.1.4. The heart sections of POR rats:

The heart sections of animals that treated with SH for two weeks then the animals were exposure to KC by a machine smoking with taking the SH for 4 weeks manifested minimal histopathological alterations when compared with the KC group. The marked improvement in myocardial fibers with few degeneration of myocardial fibers and hyperemic interstitial blood vessels, and small number of necrosis (Fig. 9). The myocardial fibers which almost looks like the control with few degeneration of myocardial fibers these were apparent in the figure (10).

Finally, in many areas of heart tissues in the protective rats attained almost normal patterns.

Fig. 3: Photomicrograph of heart tissues in the NC rats, showing the normal histological architecture of the cardiomyocytes with well-organized and branched cardiac myofibers (long arrow), centrally located oval nuclei (head arrow), and minimal interstitial connective tissue with few interstitial fibroblasts (thick arrow) in between. (H&E, ×400).

Fig. 4: Photomicrograph of heart tissues in the SH rats, showing the normal histological architecture of the cardiomyocytes with well-organized and branched cardiac myofibers (long arrow), centrally located oval nuclei (head arrow), and minimal interstitial connective tissue with few interstitial fibroblasts (thick arrow) in between. (H&E, ×400).
Fig. 5: Photomicrograph of heart tissues in the KC-exposed rats, showing the arrangement of myocardial fibers was disordered (long arrows) as well as cellular oedema and breaks or necrosis were evident. In addition, perivascular mononuclear cell infiltration (short arrows), ramification of sacroplasm and degeneration changes (head arrows), and congestion of blood vessels (long arrow). (H&E, ×400).

Fig. 6: Photomicrograph of heart tissues in the KC-exposed rats, showing the arrangement of myocardial fibers was disordered with oedema and necrosis (arrows), hyaline degeneration of myocardial fibers (head arrow), and congestion of blood vessels with highly thickened wall (long arrow). (H&E, ×400).

Fig. 7: Photomicrograph of heart tissues in the KC-exposed rats, showing the oedema (arrows) as well as ramification of sacroplasm and degeneration changes (thick arrow), hyaline degeneration of myocardial fibers (head arrow), and congestion and dilated of blood vessels (CO), and hyperemia with inflammatory cells infiltrations (head arrow). (H&E, ×400).

Fig. 8: Photomicrograph of heart tissues in the KC-exposed rats, showing the degeneration of myocardial fibers and congestion of blood vessels with highly thickened wall (stars). (H&E, ×400).
Fig. 9: Photomicrograph of heart tissues in the POR rats, showing the marked improvement in myocardial fibers with few degeneration of myocardial fibers and hyperemic interstitial blood vessels (thick arrows), and small number of necrosis (arrows). (H&E, ×400).

Fig. 10: Photomicrograph of heart tissues in the POR rats, showing the marked improvement in myocardial fibers which almost looks like the control with few degeneration of myocardial fibers (H&E, ×400).

Discussion:
CS exposure lead to many morphological changes in human and animal tissues [23]. Moreover, each puff of CS contains over $10^{15}$ free radicals, which include $H_2O_2$, reactive aldehydes, quinines, and benzo pyrene, because the CS had an estimated many toxic chemical compounds [24] such as nicotine, a highly addictive substance, where many of these compounds which are causally associated with deaths and diseases [25]. Furthermore, they said that about 11.1% of people deaths from cardiovascular disease occur exposed to sidestream cigarette smoke (SCS).

In this study, the X-Ray radiography of rats showed, heart mildly enlarged size in the KC-exposed rats after 4 weeks as compared with the NC rats. This is further supported by an experimental study showing that the 90 % of rats had hyperinflation in the CS exposure rats [20]. These changes may due to the toxic effect of KC on the structures of in the heart tissue. Moreover, several other factors could act as additional mechanisms to trigger cardiac hypertrophic process the generation of ROS induced by CS is cytotoxic to the myocardium, also nicotine and carbon monoxide has been shown linked to multiple effects to nervous and cardiovascular systems [26]. While, the POR rats showed normal heart size in when compared with KC rats. This might duo to by the antioxidant and radical scavenging activity of honey in endothelial cells induced by oxidative stress, where PC and flavonoids causes of the protective effect [27]. Besides that, honey has been proven reduce myocardial infarct size by reduce myocardial infarct areas [28].
On the other hand, the results indicated that, the mean values of CK, CK-MB, and LHD showed a significant increase in the KC group when compared with the NC group. These findings come in agreement with [29], [30], and [31] who found that the treated with CS caused a significant release of heart enzymes into circulation. This first goes to confirm that CS exposure toxicity can likely generate free radicals, hence, the elevated levels of CK, CK-MB and LHD [29], [31]. Also, [31] reported that the adverse effects of CS are mediated by the tar or by the particulate phase and the gas phase, which contain many numbers of free radicals, which resulting in oxidative stress. Moreover, the production of free radicals, other reactive oxygen and nitrogen species from the tar and gas phases of CS the contributory factors to smoke-related diseases such as cardio and cerebrovascular diseases, cancers, pulmonary diseases, and several others, where the sustained release of reactive free radicals of smoke imposes an oxidant stress, promotes lipid peroxidation and consequently perturbs the antioxidant defense systems in blood and tissues [29]. Furthermore, [30] found that the increased of LDH considered as indicator of tissues damage or cell necrosis or may be attributed on the CS chemical compounds induced cell damage in the body, which might carrer cellular contents with LDH into blood by cell damage. Additionally, [32] suggested that the CS-induced cardiac damage through the substantial rise of cardiac injury biomarkers (CK, CK-MB, and LDH) activities, reflecting cardiomyocyte membrane disruption and extensive cardiomyocyte damage.

In contrast, the results in this study showed a significant decrease in PRO group in the mean values of CK, CK-MB, and LHD when compared with KC group. This is accompanied with [28], [33]. These effects may due to the honey have suppressive effects on ROS, and inhibits the production of free oxygen radicals [34]. Moreover, honey has medicinal properties that plays a role in the prevention of vascular disorders such as cardiovascular [35].

Histological investigation of the heart tissues of KC group showed different histological changes as compared to NC group such as arrangement of myocardial fibers as well as cellular oedema and necrosis. In addition, perivascular mononuclear cell infiltration, segmentation of sacroplasm and degeneration changes, congestion of blood vessels and hyperemia with inflammatory cells infiltrations. These results were supported by [26], [36] and [37]. The CS may have acted indirectly through generation of high levels of ROS or directly as toxin to the heart thereby affecting their cellular and functional integrity and associated with higher levels of chronic inflammation [36].
Bocalini et al., [26] stated that the effects of CS is associated with functional, structural cardiac changes and heart failure in rats. Moreover, the SCS contains a higher concentration of toxic gaseous chemicals cause vascular endothelial cell activation, dysfunction, and damage, also the CS caused an increase in oxidative stress, with effects on endothelial cells function and structure in the cardiovascular system, where, necrosis and apoptosis occur from the effect of ROS and other components of CS. Also, the necrotic death of cells leads to proteolysis of extracellular matrix through the release of lysosome proteases [25].

On the other hand, CS is associated with increases in inflammatory cells in the peripheral blood, and increased leukocyte recruitment to the vascular system [37]. However, [38] detected that the CS causes increased oxidative stress because of several mechanisms, including direct damage by radical species and the inflammatory response. Moreover, [32] established that the increase of free radicals output with excitotoxicity and lipid peroxidation accelerates inflammatory conciliators’ synthesis and thus activates the inflammatory response in the heart tissues. So, they provoke leukocyte infiltration into the myocardium and aggravate inflammatory injury. In addition, [39] demonstrated that myocardial necrosis and oxidative stress trigger a cytokine by Tumor Necrosis Factor (TNF-α) and exacerbate myocardial injury which lead to a progressive and irreversible myocardial damage.

The POR group in the present study showed the improvement in heart tissues with the myocardial fibers which almost looks like the control with few degeneration of myocardial fibers.

On the other hand, CS is associated with increases in inflammatory cells in the peripheral blood, and increased leukocyte recruitment to the vascular system [37]. However, [38] detected that the CS causes increased oxidative stress because of several mechanisms, including direct damage by radical species and the inflammatory response. Moreover, [32] established that the increase of free radicals output with excitotoxicity and lipid peroxidation accelerates inflammatory conciliators’ synthesis and thus activates the inflammatory response in the heart tissues. So, they provoke leukocyte infiltration into the myocardium and aggravate inflammatory injury. In addition, [39] demonstrated that myocardial necrosis and oxidative stress trigger a cytokine by Tumor Necrosis Factor (TNF-α) and exacerbate myocardial injury which lead to a progressive and irreversible myocardial damage.

The POR group in the present study showed the improvement in heart tissues with the myocardial fibers which almost looks like the control with few degeneration of myocardial fibers.

The POR group in the present study showed the improvement in heart tissues with the myocardial fibers which almost looks like the control with few degeneration of myocardial fibers.

**Conclusion:**
The present conclusions clearly demonstrate that the Libyan Sidr honey effects on protection in heart enzymes and tissues by the prevention of free radicals generation and it is an improved, and support wound healing, also it could tremendously enhance the treatment process and result in better outcomes against the tissues damage by CS.
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Abstract: Many prospective studies have examined the associations between intakes of individual foods and the risk of coronary heart disease (CHD), but few have evaluated the relation of overall dietary patterns to the risk. A descriptive hospital-based study was conducted to assess knowledge of CHD patients about risk factors in Misrata hospitals. The study has consisted of 100 patients with CHD, at different ages, who were selected randomly during 2019. The study data were collected using well-structured questionnaire, patient record, and anthropometric measurements. Pearson correlation was used to examine correlation between risk factors, blood fat profiles, and lifestyle. The results revealed that (52\%) of patients fall within the age group 51-70 years, the CHD was widely prevalent among males (55\%), most of the patients (41\%) were illiterate, majority of patients (92\%) were suffering from other chronic diseases such as diabetes, hypertension, and obesity. The majority of patients (63\%) were considerably ignorant of the causes and risk factors for CHD (P≤0.05). The majority of patients (54\%) have excess weight and engage in sporadic physical activity. When compared to fewer patients (8\%) who follow up with a dietician, there is a significant difference (P≤0.05) between patients who have no knowledge of the CHD diet regimen and those who have not received any counseling themselves. The correlation between age groups, chronic illnesses, and blood fat profiles was significant (P≤0.05), according to the results. The majority of patients had no practiced therapeutic lifestyle and little physical activity towards control of CHD. The appropriate nutrition education and patients counseling should be recommended among outpatients of CHD.
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Introduction

Coronary heart disease is a disease of the blood vessels supplying the heart muscle. The primary cause of CHD is atherosclerosis that reduces blood flow through the coronary arteries to the heart muscle, [1]. In the Middle East and North Africa, cardiovascular disease is the most common cause of mortality, resulting in more than one third of all fatalities, or 1.4 million people annually [2]. However, little information is known about their CHD knowledge and CHD risk factors despite estimations proclaiming that heart
disease deaths will increase between the years 2010 and 2030 [3].

Many of the risk factors of CHD such as Diabetes Mellitus (DM), dyslipidemia, hypertension (HTN), physical inactivity, and smoking are prevalent in Libya [4, 5]. This places Libya at risk for developing CHD, which is the leading cause of their mortality. Lack of data on Libyan CHD knowledge may limit the assessment of their cardiovascular health status and may limit the ability to plan programs that reduce CHD. This may contribute to the increased morbidity and mortality of heart disease in Libya. Assessment of knowledge is an important first step in addressing the issue of heart disease in Libya. Therefore, additional studies indicated to assess the baseline knowledge of Libyan on CHD, to determine the variables that impact CHD knowledge, and to identify the CHD risk factors. Because of eliminating health disparities, reducing cardiovascular deaths, and encouraged to educate patients about CHD and promote a healthy lifestyle by counseling their Libyan patients to engage in healthy lifestyles to reduce CHD risk.

A lack of research on the epidemiology of CHD in Africa is another issue. However, modernity and changes in lifestyle have increased CHD prevalence. According to earlier research, the prevalence of coronary heart disease (CHD) has increased by 160% across the Middle East and North Africa, and the condition has a high mortality rate (120 per 100,000 people). Similar to Tunisia, where research shows that between 1997 and 2009, the mortality rates from coronary heart disease (CHD) increased by 11.8% for men and 23.8% for women [5].

Despite the growing numbers of Libyan in Misrata City, it considered a "hidden minority" because of the lack of research-based information on their health. Therefore, little known about their baseline knowledge of CHD even though many of them have at least one CHD risk factor. Which may be a contributing variable to their morbidity and mortality. Research shows individuals who are not aware of their risk for developing a disease are less likely to adopt preventive behaviors [6, 7]. Awareness of CHD and its risk factors are significant in preventing and reducing CHD deaths [6]. The purpose of this study is to examine the baseline knowledge and risk factors of CHD in Misrata City to describe the relationships between knowledge socio-demographic, and socioeconomic characteristic of patients.

II. MATERIAL AND METHODS

The headings and subheadings from introduction to Acknowledgement must be in 9 points, bold face, aligned left, don't underline
A. Area of study
This is study was carried out in some hospitals of Misrata, Libya. Misrata is a city in the Misrata District in northwestern Libya, situated 187 km (116 mi) to the east of Tripoli and 825 km (513 mi) west of Benghazi on the Mediterranean coast near Cape Misrata. With a population of about 550,000, it is the third-largest city in Libya, after Tripoli and Benghazi. It is the capital city of the Misrata District, and it called the trade capital of Libya. It has lied at a longitude is 32 o.377533" N and Latitude is 15o.092017" E. It is located is at 7-meter height, which is equal to 23 ft. above sea level.

B. Research Design
This is a hospital-based cross-section descriptive study, which used to identify the risk factors of coronary heart disease, thereafter, alter to therapeutic lifestyle to prevent progressions of CHD and to stay healthy longer. Thereafter the data conducted and collected from respondents with used questionnaires to investigate risk factors most likely of CHD.

C. Study population
All the participants informed about the study purpose and signed the study consent forms. The study proposal approved by the Therapeutic Nutrition Department board, and all procedures followed by the ethical standards of the Misrata University. The study interviewed about 100 (CHD) patients of both sexes, who selected randomly from some public hospitals (Safwa, Elshifa, Algarawy, Ras-Ali, and Almahjoub Clinical Campus) in Misrata City, Libya. The study was targeted all age groups. Eligibility was determined through who coronary heart disease patients are and who are living in Misrata.

D. Study duration
The study was conducted within six months. From December 2019 up to April 2020. The duration was distributed among designing of questionnaire, data collection, analysis and interpretation, and report writing.

E. Data collection procedures
1. Questionnaire
Well-designed questionnaire according to objectives of the study. Three parts of the questionnaire were compiled and face-to-face interviews of CHD patients in selected hospitals in Misrata. The first part of the questionnaire was included sociodemographic and socioeconomic, the second part was included medical history and lifestyle and the third part was included dietary practices.

2. Anthropometric data
The weight and height are measured. The anthropometric data recorded then BMI calculated using the procedure of anthropometric measurements and evaluation [8].

3. Blood lipid profile
A lipid profile is a blood test that measures the amount of cholesterol and fats called triglycerides in the blood. The primary data of lipid profiles were collected from patient’s files used to identify who would be included in the study.

F. Data quality management
A well-structured questionnaire was prepared according to study purposes and aims. A pre-test of the questionnaire was done before actual data collection just to check its accuracy, response to analysis, and estimate which time it is needed.

G. Statistical analysis
SPSS (version 18) and graphs were used for data analysis. Descriptive statistical methods are represented in the frequency and percent as well as Pie charts and histograms. Pearson Correlation was used to study the relationship between variables. The relationship between the two variables is significant if P-value is less than 0.05.

III. RESULTS AND DISCUSSION
The study was conducted to examine the knowledge about risk factors of coronary heart disease (CHD) of those were attended primary care services in selected hospitals at Misrata City, Libya. Also, it was described the relationship between socio-demographic and socioeconomic characteristics variables that influence knowledge of CHD risk factors.

A. The socio-demographic and socioeconomic characteristics
Table (1) shows the age groups of CHD patients, most patients 52% fall within the age group 51-70 years old. This finding was closed to the study reported that 85% of CHD patients were at range 51-70 years [9]. While CHD was greater prevalent among males 55% than females 45% thus was shown in gender groups. This is finings agreed with studies stated that CHD has been considered a disease of men. However, CHD is the leading cause of death both in men and in women [9,10]. However, the reason for gender variation is not clear; it may be attributed to the protective effect of estrogen [11]. It is estimated that 82 percent of people who die of coronary heart disease are 65 and older at the same time, the risk of stroke doubles every decade after age 55 [12].

The education level of CHD patients, the almost patients 41% were illiterates, primary education percent 21%. The result revealed that a greater number of CHD patients had illiterate, which means they have facing
difficulty in bringing counseling and disease management. The educated people have more chance to receive information about the causes, risk factors, treatment, and prevention of CHD, thus can apply to prevent measure through diet control and therapeutic lifestyle more than illiterate ones.

Table (2) shows whose weighing-up regularly, the most of patients 63% were significant (p≤0.05) weighing regularly compared to 37% careless patients, who were not weighing regularly. A clear majority of patients were overweight and suffered from obesity, this is due to a lack of awareness among patients who are illiterate about the risks of excess weight. Weigh monitoring is important to keep you normal and prevent obesity.

The results revealed a significant difference (p≤0.05) between the two groups, as shown in Table 3: few patients are aware of the causes of coronary heart disease, whereas more patients—63%—have no notion.

The probable reasons may be the high proportion of illiteracy perhaps patients didn't pay attention to the advice given by doctors on the first CHD attack.

In table (4) shows, who have chronic illnesses, the majority of patients have Diabetes 42% percent and Hypertension 51% percent. The result has shown the most patients with coronary heart disease had duplicated illnesses. The majority of patients had chronic illnesses more than that is 72%, there were hypertension, diabetes, and a combination of both in increasing rates [9]. Diabetes substantially increases the risk of CHD and magnifies the effect of other risk factors for CHD such as raised cholesterol levels, raised blood pressure, smoking and obesity, [11].

The performance of the physical exercise, very few patients had performed daily, were 9%, compared with who were exercise occasionally 54%, thus was shown in table (5). The highest percentage of patients had practiced a sedentary lifestyle. This result agreed to the finding estimated that over 20% of CHD in developed countries was due to physical inactivity [13]. It recommended physical activity levels are 30 minutes of moderate physical activity on five or more days per week [14].

Table (6) shows the anthropometric assessment of CHD patients during the survey in the hospitals, that frequency of normal range 22%, overweight 56%, Obese percent 22%. The result revealed that the majority of patients were overweight and obese. They were no paying attention to risks with poor lifestyle due to the lack of weight control and poor awareness about the risk of weight gain increased risk factors of CHD. Obesity is an independent risk factor for CHD. It is also a
risk factor for hypertension, hyperlipidemia, diabetes, and impaired glucose tolerance. Central or abdominal obesity is most significant. Those with central obesity have over twice the risk of heart attack [15].

The age groups (30–50) and (51–70) have a highly significant link with other ailments, according to Table 7. While epidemiological research has shown that diabetes, hypertension, and hyperlipidemia are independent risk factors for CHD, there is no association between elders older than 70 and other disorders [16]. It also indicates there is no correlation of age groups with family history and smoking, this find is slightly agreed with some research estimates that over 20% of CVD is due to smoking and disclosed that finding mentioned premature CHD is that before age 55 years in men and 60 years in women. [17, 18].

The blood lipid profile of CHD patients is shown in "Figure 1": 55% of them had total cholesterol above 181 mg/dl, 15% had triglycerides above 174 mg/dl, 23% had LDL above 125 mg/dl, and 42% had HDL below 40 mg/dl.

**IV. CONCLUSION AND RECOMMENDATION**

According to the findings of the current study, most CHD patients are between the ages of 51 and 70. They have only received a primary education, are illiterate, and are overweight and obese, which may be obvious indicators of coronary heart disease risk factors. They exercise only occasionally and live a largely sedentary lifestyle, and they are unaware of the causes or even risk factors for coronary heart disease. Age groups showed a statistically significant association (P≤0.05) in the results.

By choosing a nutritious diet, avoiding trans-fatty acids in processed foods, engaging in regular exercise, maintaining normal blood glucose levels, and maintaining their blood fat profiles as advised, patients can lower their risk factors by adopting a therapeutic lifestyle change.

The first steps in enhancing Libyans’ quality of life and addressing health disparities are to (a) evaluate and comprehend their health risks; (b) raise public awareness of heart disease risk factors; (c) include them in research; and (d) motivate minority advocates and researchers to concentrate on Libyans’ cardiac health. Additionally, studies on the cardiac health of the Misrata people may encourage minority health advocates to increase knowledge of the risk factors for CHD.
Table 1. Shows the socio-demographic of CHD patients

<table>
<thead>
<tr>
<th>Variables</th>
<th>Groups</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age groups (year)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30 - 50</td>
<td>17%</td>
<td></td>
</tr>
<tr>
<td>51 - 70</td>
<td>52%</td>
<td></td>
</tr>
<tr>
<td>&gt;70 years</td>
<td>31%</td>
<td></td>
</tr>
<tr>
<td><strong>Gender groups</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>55%</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>45%</td>
<td></td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Illiterate</td>
<td>41%</td>
<td></td>
</tr>
<tr>
<td>primary</td>
<td>21%</td>
<td></td>
</tr>
<tr>
<td>secondary</td>
<td>15%</td>
<td></td>
</tr>
<tr>
<td>university</td>
<td>3%</td>
<td></td>
</tr>
<tr>
<td>post-university</td>
<td>20%</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Shows who is weighing up regularly

<table>
<thead>
<tr>
<th>Weighing up regular</th>
<th>Frequency</th>
<th>Percent</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>37</td>
<td>37%</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>63</td>
<td>63%</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 3. Shows the Knowledge about causes of coronary heart disease

<table>
<thead>
<tr>
<th>Known the causes of CHD</th>
<th>Frequency</th>
<th>Percent</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>63</td>
<td>63%</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>37</td>
<td>37%</td>
<td>0.000</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>100%</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Shows who has chronic illnesses

<table>
<thead>
<tr>
<th>Chronic illnesses</th>
<th>Frequency</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asthma</td>
<td>3</td>
<td>3%</td>
</tr>
<tr>
<td>Diabetes</td>
<td>52</td>
<td>41%</td>
</tr>
<tr>
<td>Hypertension</td>
<td>64</td>
<td>51%</td>
</tr>
<tr>
<td>Liver diseases</td>
<td>1</td>
<td>1%</td>
</tr>
<tr>
<td>Hypo/hyperthyroidism</td>
<td>3</td>
<td>2%</td>
</tr>
<tr>
<td>Other</td>
<td>2</td>
<td>2%</td>
</tr>
<tr>
<td>Total</td>
<td>125</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 5. Shows the performance the physical exercise

<table>
<thead>
<tr>
<th>Performance the physical exercise</th>
<th>Frequency</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>daily</td>
<td>9</td>
<td>9%</td>
</tr>
</tbody>
</table>
Table 6. Shows the anthropometric Assessment

<table>
<thead>
<tr>
<th>Classification BMI</th>
<th>Frequency</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal range</td>
<td>22</td>
<td>%22</td>
</tr>
<tr>
<td>Overweight</td>
<td>56</td>
<td>%56</td>
</tr>
<tr>
<td>Obese</td>
<td>22</td>
<td>%22</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>%100</td>
</tr>
</tbody>
</table>

Table 7. Shows the correlation between age groups and other variables

<table>
<thead>
<tr>
<th>Variables</th>
<th>Age Groups</th>
<th>(r)</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Family history</td>
<td>30 - 50</td>
<td>-.075-</td>
<td>.774</td>
</tr>
<tr>
<td></td>
<td>51 - 70</td>
<td>.260</td>
<td>.063</td>
</tr>
<tr>
<td></td>
<td>&gt;70 years</td>
<td>.047</td>
<td>.803</td>
</tr>
<tr>
<td>Other illness</td>
<td>30 - 50</td>
<td>.611”</td>
<td>.009</td>
</tr>
<tr>
<td></td>
<td>51 - 70</td>
<td>-.010-</td>
<td>-.010-</td>
</tr>
<tr>
<td></td>
<td>&gt;70 years</td>
<td>.152</td>
<td>.415</td>
</tr>
<tr>
<td>Smoking</td>
<td>30 - 50</td>
<td>.115</td>
<td>.683</td>
</tr>
<tr>
<td></td>
<td>51 - 70</td>
<td>-.068-</td>
<td>.653</td>
</tr>
<tr>
<td></td>
<td>&gt;70 years</td>
<td>-.131-</td>
<td>.507</td>
</tr>
</tbody>
</table>

r= correlation, ** P≤0.001
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Abstract: The anaesthetic machine (AM) is one of the most essential devices used by anaesthesiologist's, and understanding its characteristics and functions is a crucial component of anaesthetic practice. The pre-use check to ensure the correct functioning of AM and equipment is essential to patient safety. The check is included in the World Health Organization Surgical Safety Checklist. Aims of this study: To evaluate if the technicians perform sufficient check or not. In addition, if there were, any problems reported because of insufficient check. Methodology: Descriptive cross-sectional study used online questionnaire. Google Forms app was the best option available because of the global pandemic covid-19. Most questions in this study were multiple choice and some were short answers. Results: The total responses received are 53 from 18 different hospitals, the most from Zliten Hospital with 13 responses. The majority of participants' experience years were less than five years with 60.38% (n=32). Participants Most of the answers showed a middling presence of constantly checking. The highest always-checking rate was for ventilators with 81.12% (n=43). From the total number of participants, 45.28% (n=24) experience problems related to inadequate check of AM before anaesthesia. Conclusion: This study's results demonstrate that the standard of checking anaesthetic equipment before use is inappropriate as a 24 of them reported problems related to poor check.

Keywords: (Anaesthesia machine, Anesthesiologists, Checklist, Instrument, patient safety and technician)

Introduction

An anaesthesia machine (AM) is a medical device used to control the patient’s ventilation and oxygen delivery and to administer inhalation anaesthetics [1]. The AM is one of the most important tools used by anaesthesiologist’s, and understanding its characteristics and functions is essential. AM is subject to continuous change and
Broadly, the term AM apparatus or equipment is taken to mean the set of elements intended to provide medicinal gases and anaesthetics to a patient [3].

Components of the Anaesthetic Machine; AM has six basic subsystems: Gas supplies; including pipelines and cylinders, Gas flow measurement and control (flow meters), Vaporizers, Gas delivery presented as a breathing system and ventilator, Scavenging, and Monitoring. Functions of the Anaesthetic Machine; the machine performs four essential functions: as the following Provides oxygen (O2), accurately mixes anaesthetic gases and vapours, enables patient ventilation., and minimizes anaesthesia-related risks to patients and staff [1-3].

Checking the Anesthetic Machine; daily standard systemic before use, AM checking is an essential procedure to ensure patient safety [4]. One checklist cannot satisfactorily test the integrity and safety of all existing AM due to their complex variations in design [5]. Many anaesthetic associations, including the American Association of Anaesthesiology (ASA) and the Association of Anaesthetists of Great Britain and Ireland (AAGBI), have published checklists. The issue with Statements: The proper check is required because patient and working-related equipment safety is crucial.

Due to insufficient checks, there were several cases recorded in various regions of the world, and the patients’ conditions put them in danger of losing their lives. This study was designed to evaluate whether the anaesthesia technicians perform adequate checking or not. If there were, any problems reported because of insufficient checks.

Methodology
Descriptive cross sectional study used online questionnaire to evaluate the pre-anaesthesia routine check of AM and equipment in Libyan hospitals, and also if there were any complications regarding inappropriate checks have been reported.
To achieve the study goal the Google form survey was used to gather data from participants (anaesthesia technicians). Google Forms can be utilized for biomedical surveys and may help in gathering information from a large sample within a short time [6].
The survey Link was online shared via e-mails and trusted social media sites for two months from March to May 2021.

Survey design:
The survey was designed based on the other anaesthesia community checklist protocol. This survey aimed to ask the participants about the AM checking they performed before anaesthesia. All questions in the study were short answer questions and multiple-choice
questions, and all question’s answers were required. Before starting small description was added to introduce ourselves, our work, and the general goal of our study.

**Results and Discussion**

Two months (March to May 2021) after sharing the survey the online survey was deactivated and ended receiving new participants. The total number of responses was 59 responses, six of the total responses were excluded because they came from unemployed technicians or the working place could not identify also one respondent was not from Libya. Anaesthesia equipment is important for the safe conduct of anaesthesia, but equipment malfunction may also contribute to morbidity and mortality [7]. The AM has most often been involved in equipment-related morbidity [8]. Human factors were important causes of problems, and the AM was most often involved. Moreover, this has led to the extensive use of preoperative checklists [9]. As checking for AM must be performed before anaesthesia to sidestep any issues related to insufficient checking and humble preparation, this survey was created to study the checking of AM in Libyan hospitals. Google Form application was used to create the survey then, it was online shared. After two months, the survey was deactivated and responses were 59 in total. Six responses were excluded, and the results of 53 responses were used.

**The survey questions analysis**

1. **General Section**

   The first section of the survey was general and asked about the experience of working as an anaesthetic technician and working place.

   In the first question, the contributor’s experience arranges into three groups (0-5), (5-10) and (more than 10). Most of the technicians who participated in this survey have experienced less than 5 years with 60.38%, which counts 32 of the total 53 participants. Other experience groups owned 32.08% and 7.55% respectively. As shown in

   ![Figure (1)](image)

   **Fig.1: Experience years**

   As the participants were from 18 various working locations, we obtained responses from several Libyan hospitals (both government and private), as shown in Table 1.

**Table.1:** The working place of participants and
Anaesthesia providers dependent on sophisticated electrically powered equipment such as the anaesthesia gas machine and monitors to safely care for their patients [10]. A massive power failure that adversely affects the operating room’s ability to function is rare, and the available related literature is somewhat limited [11]. All anesthesiologists are supposed to always check the power supply before performing any operation because all anaesthetic depend on the power supply.

1. **Checking an Anaesthetic machine section**

The second section of the survey represents 13 questions about the checking of AM. As presented in Tables 2 and 3.

Table 2: indicated the result of checking an Anaesthetic machine section (Q1-11).

<table>
<thead>
<tr>
<th>Result</th>
<th>ALWAYS</th>
<th>PER</th>
<th>COUNT</th>
<th>SOMETIME</th>
<th>PER</th>
<th>COUNT</th>
<th>NEVER</th>
<th>PER</th>
<th>COUNT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Check the power supply</td>
<td>43.40%</td>
<td>43</td>
<td>23</td>
<td>47.17%</td>
<td>47</td>
<td>25</td>
<td>9.43%</td>
<td>9</td>
<td>4</td>
</tr>
<tr>
<td>2. Check the gas cylinder</td>
<td>77.36%</td>
<td>77</td>
<td>41</td>
<td>13.21%</td>
<td>13</td>
<td>7</td>
<td>9.43%</td>
<td>9</td>
<td>4</td>
</tr>
<tr>
<td>3. Checking Pipelines</td>
<td>41.51%</td>
<td>41</td>
<td>22</td>
<td>43.40%</td>
<td>43</td>
<td>23</td>
<td>15.09%</td>
<td>15</td>
<td>9</td>
</tr>
<tr>
<td>4. Checking flowmeter result</td>
<td>58.49%</td>
<td>58</td>
<td>31</td>
<td>32.08%</td>
<td>32</td>
<td>17</td>
<td>9.43%</td>
<td>9</td>
<td>4</td>
</tr>
<tr>
<td>5. Checking the breathing system</td>
<td>90.57%</td>
<td>90</td>
<td>48</td>
<td>7.55%</td>
<td>7</td>
<td>4</td>
<td>1.89%</td>
<td>1</td>
<td>0.18%</td>
</tr>
<tr>
<td>6. Checking the vaporizers</td>
<td>71.70%</td>
<td>72</td>
<td>38</td>
<td>22.64%</td>
<td>23</td>
<td>12</td>
<td>5.66%</td>
<td>5</td>
<td>2.13%</td>
</tr>
<tr>
<td>7. Checking</td>
<td>81.13%</td>
<td>81</td>
<td>43</td>
<td>16.98%</td>
<td>17</td>
<td>9</td>
<td>1.89%</td>
<td>1</td>
<td>0.18%</td>
</tr>
</tbody>
</table>

In the first section, two questions were asked about the working place and experience of participants. This work does not study the relationship between the experience and the protocol of checking, those questions took place in this study to identify that all participants are anaesthesia workers.

Many cases reported have been published were related to inappropriate checking of Am and instruments, many of the cases put the patients in life-threatening situations.

The examination rates of AM power supply were 43.4% always, 47.17% sometimes and 09.43% never check the power supply.
The result of the section questions was presented respectively as follows: The first question was about checking the power supply; the examination rates were close between (always 43.4% & sometimes 47.17%) and 09.43% of the technician was never checked. All anesthesiologists are supposed to always check the power supply before performing any operation because all anaesthetics depend on the power supply.

The second question was asked about the check the gas cylinder; the equivalent 77.36% of anaesthesia technicians always check, and this is a good percentage to avoid any risks associated with gas cylinders, 13.21% do sometimes check and never check 9.43%. One of the participating technicians informs us about the problem of a gas leak from the cylinder because of poor checking.

The third question was about the check of the pipeline; the equivalent of 41.51% of all participants always performed checks of pipelines, and, 43.40% do sometimes check and the never checking was 15.09%. Concerning the importance of routine inspection of the AM's flexible hose pipeline, a case report of a sudden beginning of persistent unusual sound in the operating room during surgery was shown to be caused by nitrous oxide leakage from the AM’s flexible hose pipeline [12]. Another research revealed that gas pipelines, cylinders, Rotameters, vaporizers and ventilator disconnect alarms were rarely checked [13].

Flowmeter checking was performed as follows: 58.49% always check, so it is necessary to check it because it evaluates the rate of gas flow that passes through it. The percentage of sometimes checking is 32.08% the never was 9.43%.

The breathing system is considered one of the most important devices to be checked, so the percentage of technicians checking was always 90.57% and 7.55% sometimes checking and they never checking was so small only 1.89%. Described some problems related to the flowmeter as dirt or static electricity can cause a float to stick and misrepresents actual flow. The flowmeter must align properly in the vertical position to avoid inaccurate readings.

The breathing system is considered an important device to be checked, so our data shows 90.57% of technicians were always checking the breathing system. In one case report related to an unchecked breathing system, after the patient was anaesthetized and the resident attempted mask ventilation,
no ventilating pressure could be achieved in the circuit and no gas moved with the sound of gas escaping from the system was heard and the machine was quickly inspected. An opened CO2 canister was found and the top part contained no soda lime. Despite closing the circuit, no ventilation was possible [15].

There was 71.7% of anaesthetic technicians doing always check, 22.64% of them do sometimes check and the percentage of never check is 5.66%. Therefore, it is important to check it because it vaporizes anaesthetic fluids to deliver them to the patient. Regarding the vaporizer check or study, prove that there was 71.7% of anaesthetic technicians always check, 22.64% sometimes check and 5.66% never check the vaporizers. One problem mentioned by some participants was that the vaporizer was not filled as a result of an inappropriate AM check.

Research’s studied vaporizers were approximately seven years old and had been maintained regularly by the Australian Datex-Ohmeda service center. As awareness has been reported because of, malfunctioning of the vaporizer attached to the AM they doubt that the fault was caused by, excessively long actuating spindles which were confirmed later by Datex-Ohmeda in four of the vaporizers.

In two of the vaporizers, the fault was in the upstream spindle. In one vaporizer, the problem involved the downstream spindle, and in the other, the spindle was unspecified [16]. It is important to check it because it vaporizes anaesthetic solutions to deliver them to the patient. Several case reports reported leak issues, with most of them having in common the inappropriate positioning of vaporizers on the AM. Others report inappropriate adjustments in the mounting system due to a missing rubber O-ring. Timely identification of this problem is facilitated by checking the anaesthetic machine with the vaporizer in the ON and OFF positions [17].

The percentage of ventilator non-examination is very low, and through the results, the examination rate was always recorded as 81.13% and sometimes 16.98%. In one case, the ventilator was inadvertently turned off during anaesthesia. This was a new anaesthetic machine, where the `power button' protruded from the cabinet, and the anaesthetists inadvertently pushed it. The ventilator stopped and the patient’s pulse oximeter reading decreased to 45% before the error was detected [9]. In the same manner, one technician who participated in our study said he faced the problem of a sudden unexpected ventilator stop, and he does not explain the reason for this.

In one case report, the ventilator did not work promptly; the airway pressure was increasing
and the bag was empty while the ventilation with the Ambu-bag was normal. After checking, the AM anesthesiologists noticed a kinking in the hose connecting the ventilator chamber to the airway pressure release valve [18].

The sucking or suctioning device has a big role in the operation, it cleans and suction foreign objects from the patient’s mouth, for example (blood, broken teeth or vomiting), and so 69.81% of anaesthesiologist’s always check. Moreover, 26.42% of them sometimes check the suction unit.

When we asked the technicians about the checking of the suction unit, 69.81% of them always check, and 26.42% of them sometimes check, As the sucking or suctioning device has a big role in the operation, the problem was mentioned by one technician is that the suction unite did not work and another device was not reachable. Because he did not test the suction unite before starting anaesthesia.

The monitors are important in measuring all body functions. The percentage of permanent examination is 83.02%, and the percentage of examination sometimes is 15.09%. As for the never check it was very little 1.89%. The monitors are important in measuring all body functions. Our data were shown 83.02% practice permanent examination and sometimes 15.09%, one participating technician signaled the loss of CO2 concentration from the monitor screen. A similar study of AM checking practice publicized that, only one of 40 anaesthetists questioned calibrated an oxygen analyzer [19]. In one case, the non-invasive arterial pressure readings were falsely high, and the patient received a large dose of volatile anaesthetic, while the patient, in reality, was severely hypotensive. This was related to technical failure including leaks from the tubing and cuff [9], as the authors mentioned this problem involved elements of human error.

As our result showed 71.7% always checked the airway instruments, 22.64% sometimes, and the never checking rate was 5.66%. One of the participants mentioned that he had a problem with airway instruments were not fully prepared. Between cases, checks sometimes performed were by 50.94% of technicians, just 34.85% were always checked, and never check was 13.21%. In similar data checking of equipment between cases was performed by 12.5% overall 40 anaesthetizes [19]. In addition, the researcher reported the case of an open CO2 absorber after the service of the machine had been performed between the cases [14]. The anesthesiologist did not check the AM before use in the upcoming case; this caused the unable to ventilate the patient during induction.
Table 3: indicated the result of checking an Anaesthetic machine section (Q12-13).

<table>
<thead>
<tr>
<th>Result Q 12&amp;13</th>
<th>YES</th>
<th>NO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Per cent</td>
<td>Count</td>
</tr>
<tr>
<td>12. Availability of Checking list in working place</td>
<td>41.51%</td>
<td>22</td>
</tr>
<tr>
<td>13. Technicians facing problems related to AM checking</td>
<td>45.28%</td>
<td>24</td>
</tr>
</tbody>
</table>

The 12th question asked about the presence of an anaesthetic machine checklist; for daily in your working place, 58.59% of the anaesthesiology technicians do not have a list of the mechanism of examination of the anaesthesia device in their workplace, compared to 41.51% who have a list of the examination mechanism at their place of Working. The next question asked about the problems that anaesthesia technicians had faced during anaesthesia 45.28% of all participants experience problems related to inadequate check of AM before anaesthesia.

Our study revealed that 58.59% of the technicians do not have a checklist of the anaesthesia devices in the workplace, in compare 41.51% who have a list of the examination mechanism at their place of work. The AM check has been included in the World Health Organization’s Surgical Safety Checklist. The pre-use AM check is recognized worldwide to ensure the correct functioning of anaesthetic equipment is essential to patient safety [20]. From a total number of participants, 45.28% of all experience problems related to inadequate check of AM before anaesthesia. This demonstrates that the standard of checking anaesthetic equipment before use is poor.

At the end of the survey, we asked the participants who faced problems about the problem they faced. Many problems mentioned by the participants related to inadequate checks. These problems are presented on the following list:

1. Leak from an oxygen cylinder
2. Anaesthesia failure
3. Leaking of sevoflurane in surgical room
4. Ventilator does not working suddenly
5. Suction machine is not ready
6. Leak in the breathing circuit
7. There is leakage or exhaustion of gases cylinders
8. Suction machine does not work
9. Airway instruments were not ready
10. Empty the sevoflurane vaporizer.
11. The CO2 saturation does not appear on the monitor.

Conclusion
This study is the first to evaluate the AM checking and used instrument, performed by
the anaesthesia technicians in several Libyan institutions with varying participant experience levels. The study’s findings, the checking was always proceeding, although some of which stemmed from inadequate checking for AM. Developing a Libyan AM checklist is necessary to be used in all Libyan hospitals, to make the checking procedure more efficient and straightforward.

As limitations for this work, the COVID-19 world pandemic and the small number of participations responses.

**Arabic section:**

البحث المقصود لفحص أجزاء آلة التخدير: دراسة مسحية للفني التخدير في البحرين

البحث: هند السهيلة، كورث أبوكراع، إيناس السعدي، موها الحضيري، ناهي البالشان

البحث الإلكتروني للدراسة: K.abuokraa@zu.edu.ly

المتلمش:

الخليفة: آلة التخدير (AM) هو واحد من أهم الأجهزة التي يستخدمها أطباء التخدير، وفهم خصائصها ووظائفها هو عنصر حاسم في ممارسة التخدير. يعد فحص الاستخدام السبب لضمان الأداء الصحيح لـ AM والمعادات أمرًا ضروريًا لسلامة المرضى. يتم تضمين الفحص في قائمة التحقق من سلامة العمليات الجراحية لمنظمة الصحة العالمية. أهداف هذه الدراسة: تقييم ما إذا كان الفني يقومون بفحص كامل آلة التخدير أم لا بالإضافة إلى، إذا كان هناك أي مشاكل تم الإبلاغ عنها بسبب عدم كفاءة الفحص الروتيني آلة التخدير. المنهجية المتعددة في هذه الدراسة: استخدمت الدراسة المقطعية الوصفي الاستبان عبر الإنترنت. وكان تطبيق Google Forms كأداة الأفضل المتاح بسبب جائحة كورونا Covid-19. كتب investigación في هذه الدراسة عبر عن خيارات متعددة وبعضها كان إجابات قصيرة. النتائج: إجمالي الردود الواردة 53 من 18 مستشفى مختلفًا، وكان معظمها من مستشفى زلين مع 13 رداً. كانت غالبية سنوات خبرة المشاركين أقل من خمس سنوات بنسبة 60.38% (العدد = 32) المشاركون أظهروا معظم الإجابات حضورًا متوسطًا من التدقيق المستمر. كان أعلى معدل فحص دُام لأجهزة التنفس الصناعي بنسبة 81.12% (العدد = 43) من إجمالي عدد المشاركين، ونسبة 45.28% (العدد = 24) يعانون من مشاكل تتعلق بعدم كفاءة فحص AM قبل التخدير. الخلاصة: توضح نتائج هذه الدراسة أن معبر فحص معدات التخدير قبل الاستخدام غير مناسب حيث أبلغ 24 منهم عن مشاكل تتعلق بفحص ضيف.

الكلمات المفتاحية: (آلة التخدير، الآداة، سلامة المريض، في التخدير، قائمة المراجعة، وطبيب التخدير).
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(AAGBI) Association of Anaesthetists of Great Britain and Ireland
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PREVALENCE OF PREMATURE LOSS OF PRIMARY TEETH AMONG SCHOOL-CHILDREN AGED (6-10 YEARS OLD) IN THE LIBYAN CITY OF BANI WALEED AND ASSESSMENT OF PARENTAL KNOWLEDGE AND AWARENESS TOWARDS SPACE MAINTAINER
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Abstract: The premature loss of primary teeth is one of the most common dental problems affecting the growth and development of children’s teeth. It is often caused by dental caries. Premature loss of the primary teeth results in a loss in the length of dental arch and leads to malocclusion. Space Maintainers play an important role in managing the spaces created by the early loss of primary teeth. The use of space maintainers depends on parent’s awareness and knowledge towards space maintainers. The current study was goaled to define prevalence of premature loss of primary teeth among schoolchildren (6-10 years old) in the Libyan city of Bani Waleed, as well as, evaluating the awareness level of their parents toward space maintainers. A descriptive cross-sectional questionnaire-based study was conducted. The data were analyzed and summarized statistically using SPSS version 26.0. Chi-square test was carried out to detect correlation between variables. The results revealed that (55.1%) of the children suffered of premature loss of their teeth with no significant variation among the genders (P>0.05). The highest prevalence (16.4%) was recorded at the age of 7 years old. (70.5%) caused by dental caries. (82.40%) of parent’s respondents that they don’t know what is (SM) appliances and when used. This study demonstrated that, prevalence of premature loss of primary teeth among school-children was high, and the Knowledge of space maintainers among Bani Waleed parents is very less. So, dentists need to create awareness about space maintenance of primary teeth and preventive orthodontic.
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Introduction

The primary dentition plays an important functional, morphological and psychosocial role in the dental growth and development of children. In addition to providing appropriate conditions for the establishment of normal occlusion, esthetics, mastication and speech. Furthermore, Maintenance of the integrity of the primary dental arch has a strong influence on the development and eruption of the permanent teeth, preserving the length of the
dental arch and conserving the space necessary for the eruption of the permanent teeth [1]. Exfoliation of primary teeth and eruption of permanent teeth is a normal physiological process [2]. Premature loss of primary teeth leads to disruption in this physiological process of exfoliation [3]. Furthermore, one of the most important goals of pediatric dentistry is to maintain the primary teeth till they are naturally exfoliated [4]. Premature loss of teeth is defined as the loss of a primary tooth before the time of natural exfoliation [4-5]. One of the most common dental problems affecting children is premature loss of primary teeth that leads to negative consequences in both dentition and malocclusion [6]. Parents are in charge of their children’s oral hygiene habits and regular dental visits in the 1st year of infancy [7]. Inappropriate oral hygiene is a key behavioral risk factor for premature loss of primary teeth [4], [8]. Many parents think that losing primary teeth prematurely is unimportance. They believe that the losing of primary tooth is not significant as losing of the permanent tooth. Primary teeth work as natural space maintainer for secondary teeth [9]. Premature loss of primary teeth may occur by local or systemic factors. Local causes include dental caries (Fig. 1), which is the most common cause, dental trauma, periodontal diseases and abnormal root resorption [10-12].

There are systemic diseases, such as leukemia, diabetes, and hyperthyroidism, can affect the oral cavity and lead to subject to exfoliation of the primary teeth. Premature loss of primary teeth leads to shifting of adjacent teeth into the space of tooth loss created making abnormal axial inclination spacing between teeth and shifting of dental midline [13], which can cause crowding along with short arch length. [3].

Fig. 1: Severe dental caries of the 1st and 2nd lower primary molars, intraoral arch length reduced (International Journal of Oral Science).
Fig. 2: (A). Clinical photograph and (B). Radiograph showing the migration of primary teeth into space after early loss of primary upper left central incisor [14].

This deters the normal eruption and deviation of their permanent teeth from pathways guiding to malocclusion [13]. In form of dental crowding, ectopic eruption, tooth rotation, excessive overjet, crossbite, excessive overbite, impaction of permanent teeth (Fig. 3), suprabruption of opposing teeth and unfavourable molar relationships [3] (Fig. 4).

Fig. 3: Impaction the permanent upper central incisors after loss by dental trauma of all 4 primary upper incisors and canine [14].

Premature teeth loss in children should be treated as soon as possible to prevent the development of malocclusion [6]. Early orthodontic treatments are often in the beginning of developing dentition help to improve favorable developmental changes [15]. Space maintainer is the safest way to maintain space after premature loss of tooth and prevent malocclusion. (SM) is a fixed or removable appliance used to maintain the length of the dental arch and the relationship between teeth after premature loss or extraction of primary teeth. [16] (Fig. 5).

Fig. 4: The migration of adjacent teeth and decrease of space required for the eruption of permanent (Collection of the Department of Pediatric Dentistry).
It will eliminate or decrease the severity of a developing malocclusion, the complexity of treatment, and overall treatment time and cost as complicated occlusions are more expensive to correct. [18-19]. Dentists should be taken early management after premature loss of primary teeth including preventive and corrective measures to prevent malocclusion in future [20-21]. The use of preventive orthodontics depends on parents' knowledge and awareness of space maintenance. The Parents usually obtain information about immunizations, nutrition and diet, prevention of injury and accident at the hospital during their child’s regular medical visits for checkups, but in the case of oral hygiene, the position is completely different, and the dentist is visited in the later stages of caries progression and malocclusion which increases the possibility of losing teeth early. Most of the time, the parents responsible for the oral care of children believe or feel that since primary teeth will be replaced in any way, it is not worth their while to spend time/money on providing good oral health to children. Even in advanced countries, most parents still take their children to the dentist for therapeutic and not for preventive treatments [22].

This title is important in terms of determining such problem which affects dental growth and development of the child’s teeth and the extent of its prevalence, spreading knowledge and awareness among parents of preventive orthodontic treatment from the consequences of early loss of primary teeth, which is “space maintainer” appliance.

AlMeedani LA. et al. 2020, who studied Prevalence of premature loss of primary teeth among children in Dammam city and parents’ awareness toward space maintainers. The purpose of this study was to assess the prevalence of early loss of primary teeth among children in the Saudia city of Dammam and to evaluate parent’s attitudes toward space maintainer appliance. Used to examine decay-missing-filled index and premature loss of primary teeth. Questionnaires were distributed to the parents of selected children to explore their demographic data and their knowledge toward space maintainers. The study revealed a high prevalence of premature loss of primary teeth among children in Saudi
Arabia. parents were unaware towards space maintainer, its used, benefits and maintenance.

According to Bamashmoos KA. et al. 2020, who studied Prevalence of Premature Loss of Primary Teeth at the Age of 6-10 Years in Sana’a City, Yemen. The goal of study to define the prevalence of premature loss of primary teeth among children (6-10 years) in Sana’a city, Yemen. Cross-sectional observational research involved 1091 student (6-10 years). All clinical examinations were carried out under natural light by the first author, an experienced examiner. The prevalence of premature loss in current study is comparable to that of developing nations, the rate was low at 10 years for children, but the rate increased at 6, 7 and 9 years.

According to Ali A. et al. 2022, Assessment of Parental Knowledge towards Space Maintainer as an Essential Intervention after Premature Extraction of Primary Teeth. This study evaluated parents’ knowledge towards space maintainers as preventive measures following premature loss of primary teeth. A descriptive study was conducted using a cross-sectional questionnaire. The knowledge of parents about space maintainers was (49.8%), which is deemed inadequate. It was considered essential to rise knowledge among parents about space maintainers as preventive treatment after premature loss of primary teeth.

To the knowledge of the researchers, this study is the first was conducted in the city of Bani Waleed to define extent prevalence of premature loss of primary teeth among children (6-10 years old), and assessment of parent’s knowledge and awareness towards space maintainer as an essential intervention after premature loss of primary teeth in Bani Waleed as this is an important in preventive treatment planning and awareness so, necessary spread knowledge this problem between the medical society and community in general.

Question of the research: How is the level of prevalence of premature loss of primary teeth among school-children (6-10 years old) and awareness of Bani Waleed their parents towards space maintainers in Bani Waleed city?

Hypothesis: The prevalence of premature loss of primary teeth among school-children (6-10 years old) is high and the level of awareness of Bani Waleed parents toward space maintainer is low.
1. **Material and methods**

2.1. **Study design:** A cross-sectional questionnaire based descriptive-analytical study was carried out.

2.2. **Study population:** The target population included 1273 students of both genders (6 to 10) years old, as well as their parents. The students were selected from 30 elementary (private and public) schools are located in five schools’ clusters in the Bani Waleed city. The sample size was determined using (Krejcie and Morgan, 1970) Table, the total number of students in the Bani Waleed city is 9000, based on the ministry of education; the sample size enters table N=9000 is 368 sample size. From the overall target population, 1273 participants were selected to provide significant results.

2.3. **Sampling technique:** multistage multistage sample method which the first stage using sample cluster technique, the city’s schools were divided into five clusters. The second stage was to ensure that all private and public schools in each cluster were included in the study, thus we randomly picked 18 public schools and 12 private schools, representing almost (36%) of the total number of schools based on Education 2022. The third stage was to ensure that all classes of children aged from 6 to 10 years old were involved in the study in all randomly selected schools. Then, at random, we took one class from each level. Finally, we distributed by hand to each class as a whole; so that we can attain the sample size requirement. After completing the questionnaire by parents, we returned the next day to receive it from the students.

2.4. **Study duration:** This cross-sectional study was conducted from January 31st, 2023 to May 15th, 2023.

2.5. **Details of the Questionnaire:**

<table>
<thead>
<tr>
<th>Table 1: Distribution of study participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>(%)</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Age group</td>
</tr>
<tr>
<td>20-30</td>
</tr>
<tr>
<td>31-45</td>
</tr>
<tr>
<td>46 and above</td>
</tr>
<tr>
<td>Education level</td>
</tr>
<tr>
<td>Intermediate</td>
</tr>
<tr>
<td>Secondary</td>
</tr>
<tr>
<td>University</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

2.6. The questionnaire designed so that the questions fall into four categories. The
The first section gathered sociodemographic data of the parents: Gender, age, educational level. The second section gathered sociodemographic data of the child included: Gender, age. The three section surveyed parents’ knowledge of oral health; The third section surveyed parents’ knowledge and awareness toward space maintainers.

2.7. Statistical analysis: The data were analyzed and summarized statistically using SPSS version (26.0). Chi-square test was carried out to detect correlation between variables. A Significant level test was (p<0.05). Data from the questionnaires were analyzed using the following: Table, Frequencies, Percentages.

3. Results: A total of 1273 questionnaires were gathered in this study; (94.3%) were answered completely. The results of Demographic data show 685 (53.8%) male and 588 (46.2%) female. According to survey, the majority of the participants were in the age range of 31–45 years 765 (60.1%) and 909 (71.4%) had completed university studies as their highest education (Table 1). The result revealed that of the 1273 children consisted of 612 male (48.1%) and 661 female (51.9%) student. The majority of the students were in the age 7 years 401 (31.5%) while the minority of the students were in the age 10 years 31 (2.4%) (Table 2).

<table>
<thead>
<tr>
<th>Gender</th>
<th>Frequency</th>
<th>Percent (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>612</td>
<td>48.1%</td>
</tr>
<tr>
<td>Female</td>
<td>661</td>
<td>51.9%</td>
</tr>
<tr>
<td>6 years</td>
<td>184</td>
<td>14.5%</td>
</tr>
<tr>
<td>7 years</td>
<td>401</td>
<td>31.5%</td>
</tr>
<tr>
<td>8 years</td>
<td>336</td>
<td>26.4%</td>
</tr>
<tr>
<td>9 years</td>
<td>321</td>
<td>25.2%</td>
</tr>
<tr>
<td>10 years</td>
<td>31</td>
<td>2.4%</td>
</tr>
<tr>
<td>Total</td>
<td>1273</td>
<td>100%</td>
</tr>
</tbody>
</table>

When the parents were asked about their oral health knowledge, high parentage of parents 691 (54.3%) believe that primary teeth are not important (Fig. 6).

<table>
<thead>
<tr>
<th>Importance</th>
<th>Unimportant</th>
</tr>
</thead>
<tbody>
<tr>
<td>54.30%</td>
<td>45.70%</td>
</tr>
</tbody>
</table>

Fig. 6: Importance of primary teeth.

Through the previous values, the level of awareness of the importance of teeth is low. The parents’ lack awareness of the teeth importance and maintenance until the time of natural exfoliation. It is one of the reasons that affect the health of primary teeth and increases
the possibility of early loss, and these results are not in harmony with previous studies [23].

The parents (47.2%) answered that the child should visit the dentist only when the child has pain, and (62.3%) of parents indicated that their children had visited the dentist (Fig. 7.)

![Frequency of dental visit](image)

- Every 6 months
- every year
- when child has pain

**Fig. 7**: Frequency of dental visit.

The parents didn't agree on the child’s need of visit to the dentist in every 6 months and this depicts their level of awareness about how much importance they do give to their child’s oral health. This study results are not supportive of previously published literature [24].

When asked the parents a question regarding if their children suffers premature loss of primary teeth (55.1%) answered their children had premature loss of their teeth (Table 3 and Fig. 8).

The (28.8%) were female and (26.2%) were male, a significant was (p>0.05) this indicates that there is no difference between males and females in premature loss of their teeth.

![Prevalence of premature loss of primary among gender](image)

**Fig. 8**: Prevalence of premature loss of primary among gender.

Compared to other studies in some cities: (Dammam) Saudi Arabia, (Melmaruvathur, Tamil Nadu) India, (Sana’a) Yemen, and (Thamar) Yemen. early loss of primary teeth

<table>
<thead>
<tr>
<th></th>
<th>Male</th>
<th>Female</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>334</td>
<td>367</td>
<td>701</td>
</tr>
<tr>
<td>%</td>
<td>26.2%</td>
<td>28.8%</td>
<td>55.1%</td>
</tr>
<tr>
<td>No</td>
<td>278</td>
<td>294</td>
<td>572</td>
</tr>
<tr>
<td>%</td>
<td>21.8%</td>
<td>23.1%</td>
<td>44.9%</td>
</tr>
<tr>
<td>Total</td>
<td>612</td>
<td>661</td>
<td>1273</td>
</tr>
</tbody>
</table>

**Table 3**: Distribution of children’s gender according to early loss.
was (20%), (20.8%), (26%) and (40.54%) respectively and this study higher than these studies [6], [25- 27]. This difference may be due to the higher rate of dental caries in primary teeth. The rise in the rate of early primary teeth loss could be attributed to dentists and parents assuming that preventing and treating a primary tooth is unnecessary because the teeth will eventually be lost or extracted.

According to several socio demographic variables, there was no significant difference in early primary teeth loss between males and females.

This illustrates that premature loss is not related to the sex of the child, but can be due to poor oral hygiene.

The prevalence of early loss was significantly reduced (p>0.05) at 10 years (1.3%), but the rate increased non-significantly to (13.5%), (14.7%), and (16.4%) in the schoolchildren at aged 8, 9 and 7 years, respectively (Fig. 9).

The children had premature loss their teeth caused by (70.5%) dental caries, (12.7%) dental trauma and (16.8%) caused by any other reason (Fig. 10).

The higher percentage was due to dental caries, which is the most common cause of early tooth loss, and this may be due to poor oral health. Some parents take their children to the dentist in the late stages of decay, which leads to early tooth loss. On the other hand,
some dentists prefer tooth extraction rather than treatment.

The (36.6%) of the children lost only one tooth, (36.9%) were lost two teeth and (24.8%) lost three or more teeth (Fig. 5).

Regarding parents’ knowledge about space maintainers appliances, (82.40%) of parent’s respondents that they don’t know what is (SM) appliances and when used. The majority of the male parents were don’t know what is (SM) (84.1%) and the female parents (80.4%), a significant was (p=0.090) this indicates that there is no difference between males and females in knowledge about space maintainer. No difference between age group of parents in knowledge about (SM) a significant was (P=0.485), also between educational level a significant was (P=0.334). (Table 4 and Fig. 13).
Most of the parents (82.8%) were unaware of the fact that there are appliances available for their children’s h as an early treatment. This is in accordance with study conducted in Al-Kharj, KSA, by Alduraihim HS et al. [22]. Then compared to other studies conducted in some cities: Riyadh, Saudi Arabia, Parents’ awareness toward space maintainers was (49.8%) and our study lower than this study [28].

When asked parents who do they know (3.6%) of parents know space maintainer from dentist, (6%) form Family and relatives, and (8%) know appliance from social media.

<table>
<thead>
<tr>
<th></th>
<th>Yes</th>
<th>No</th>
<th>Total</th>
<th>Chi-Square</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>N</td>
<td>109</td>
<td>576</td>
<td>685</td>
<td></td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>15.9%</td>
<td>84.1%</td>
<td>100.0%</td>
<td>2.900</td>
</tr>
<tr>
<td>Female</td>
<td>N</td>
<td>115</td>
<td>473</td>
<td>588</td>
<td></td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>19.6%</td>
<td>80.4%</td>
<td>100.0%</td>
<td></td>
</tr>
<tr>
<td>20-30</td>
<td>N</td>
<td>37</td>
<td>159</td>
<td>196</td>
<td></td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>18.9%</td>
<td>81.1%</td>
<td>100.0%</td>
<td>1.448</td>
</tr>
<tr>
<td>31-45</td>
<td>N</td>
<td>139</td>
<td>626</td>
<td>765</td>
<td></td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>18.2%</td>
<td>81.8%</td>
<td>100.0%</td>
<td></td>
</tr>
<tr>
<td>&lt;46</td>
<td>N</td>
<td>48</td>
<td>264</td>
<td>312</td>
<td></td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>15.4%</td>
<td>84.6%</td>
<td>100.0%</td>
<td></td>
</tr>
<tr>
<td>Intermediat</td>
<td>N</td>
<td>28</td>
<td>154</td>
<td>182</td>
<td></td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>15.4%</td>
<td>84.6%</td>
<td>100.0%</td>
<td>2.192</td>
</tr>
<tr>
<td>Secondary</td>
<td>N</td>
<td>27</td>
<td>155</td>
<td>182</td>
<td></td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>14.8%</td>
<td>85.2%</td>
<td>100.0%</td>
<td></td>
</tr>
<tr>
<td>University</td>
<td>N</td>
<td>169</td>
<td>740</td>
<td>909</td>
<td></td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>18.6%</td>
<td>81.4%</td>
<td>100.0%</td>
<td></td>
</tr>
</tbody>
</table>

(95.8%) of the parents answered the dentist did not explain how it is important to use a space maintainer after premature loss of teeth. The percentage of parents who treated their children with space maintainer is (2.20%).

Note: From the previous ratios, it was found that parents’ knowledge of the space maintainer is very low, as they answered the rest of the questions related to the device.

The (15.7%) of the parents replied “Yes” a child with a space maintainer need regular visits to
the dentist, and (1.5%) replied “No” and about (82.8%) were unaware.

When asked the parents a question regarding if they know what should you do when the permanent teeth are erupting while the child still wearing the space maintainer, 162 (12.7%) answered I will immediately go to the dentist, 39 (3.1%) answered wait for the next visit 18 (1.4%) answered I don’t care and 1054 (82.8%) answered they don’t know. And we asked what should you do if (SM) breaks if they know 186 (14.6%) of the parents answered they will immediately go to the dentist, 28 (2.2%) answered at any time and 1056 (83.2%) answered they don’t know.

When asked the parents a question regarding if they know which type of food your child should be avoiding while wearing the space maintainer appliance, 1086 (85.3%) parents answered I don’t know and 47 (3.7%) parents mentioned Vegetables and fruit, 21 (1.6%) parents answered soft drinks, 53 (4.2%) of the parents answered Candies and 66 (5.2%) mentioned all above. last question we asked the parents if they know when the space maintainer appliance should be removed and 1139 (89.50%) of them answered that they don’t know and 134 (10.5%) parents answered yes.

The level of unawareness and knowledge about the space maintainers results in decreased response rates about the last few queries as the types of food that should be avoided when having space maintainers and when does the dentist remove of appliance et al.

4. Conclusion

The prevalence of premature loss of primary teeth was high (55.1%) in the Bani Waleed, Libya. According to age, the highest prevalence was registered at 7 (16.4%) years followed by 9 (14.7%) years and 8 (13.5%). The premature loss was more in females (28.8%) than males (26.2%). The majority of the children had two missing teeth (36.9%). Dental caries was the main reason for early loss of primary teeth (70.5%). The parents in Bani-Waleed City were not aware of primary teeth importance and maintenance. Most parents (82.8%) in Bani Waleed city were unknow space maintainer and when used. The higher educated respondents were more knowledgeable than the lower educated.

This indicates the need to raise awareness of space maintainers among the general population.

As a result, it is essential to increase oral health awareness among children and their parents in order to make them understand the important of primary teeth and maintenance of oral health. To reduce the prevalence of dental caries and the early loss of primary teeth,
parents must be urged to take responsibility for cleaning their children's teeth. It is strongly advised that educational lectures and workshops be established in order to promote knowledge of kids about hygiene of oral cavity amongst fathers and mothers. To pique parents' interest and drive, oral health practitioners must be taught in new effective learning methodologies. Parents should be encouraged to bring their children to the dental clinic for a dental check-up every 6 months. Parents of children with early loss of primary teeth should be advised to bring their children to the dental clinic to have space maintainers and Dentists need to explain to parents the importance of primary teeth and must raise knowledge among parents towards (SMs) and their longevity during regular dental visits in order to keep the integrity and minimize occlusal discrepancies of dental arches.

We suggest an increased awareness level of space maintainers is need in the parents of Bani Waleed city. Further replication of this study in different settings, and sample populations is also needed in the future.
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Abstract: Premature loss of primary teeth is one of the most frequent issues affecting children’s dental growth and development. The premature loss of primary teeth causes the migration of adjacent teeth into the lost space and prevents permanent teeth from erupting. This leads to a number of dental discrepancies, including malocclusion and loss of the dental arch, that require early preventive measures. The use of space maintainers appliances through safe yet is one of the most popular preventative methods, but it requires proper knowledge and practical expertise to produce effective therapy results. Therefore, this study aimed to determine the level of practice and attitude among dentists in Bani Waleed, Libya, about the possibility of using space maintainers and their prevalence as an essential intervention for premature loss or extraction of primary teeth. A descriptive, cross-sectional, questionnaire-based study was distributed among dentists. Statistical Package for the Social Sciences (SPSS) was used to analyze the filled-out questionnaires (IBM, NY, USA, Version 26.0). The results revealed that (69.1%) did not utilize space maintainers. The majority of the sample (71%) uses Band and loop space maintainers. Cost (36.4%) was the major reason for not using space maintainers, followed by parental refusal (25.4%), (21.9%) claimed that patients aren’t compliant with follow-up, and (16.3%) of them pointed to time-consuming. From this, It can be concluded that numerous dentists don’t use space maintainers as an essential intervention to avoid malocclusion when there is premature loss of the primary teeth. However, Significant numbers of dentists place space maintainers one week after tooth extraction.

Keywords: Primary teeth, premature loss, preventive orthodontic, space maintainers

Introduction
Primary teeth play an essential role in children's growth and development in terms of speaking, chewing [1], facial appearance, preventing bad oral habits, and, of course, in the orientation and eruption of permanent teeth. The eruption of permanent teeth after the shedding of primary teeth is a normal physiological process. Primary teeth work as the ideal space maintainer for permanent dentition. However, in some cases, such as where primary teeth are lost prematurely or early extraction is inevitable due to severe decay, delayed permanent teeth eruption may cause teeth to migrate (Fig. 1), which results in loss of the arch length, which may appear as malocclusion in permanent teeth such as crowding, impaction of permanent teeth, supra erupting of opposing teeth, and others [2].

**Figure 1:** Migration of adjacent teeth and reduction of space required for the eruption of 2.5 (Collection of the Department of Pediatric Dentistry)

Along with dental caries and gingival disease, malocclusion is one of the most frequent dental issues [3]. Both corrective and interceptive methods are used to treat malocclusion. To prevent or reduce the severity of developing malocclusion in growing children, early detection and appropriate referral of cases requiring preventive and interceptive orthodontic treatments are crucial. This reduces the complexity of treatment as well as overall treatment time and costs in the future.

One of the preventive methods "space maintenance," includes using certain appliances referred to as "space maintainers", which are fixed (Fig. 2) or removable appliances used to preserve the arch length following the premature loss or extraction of the primary tooth [4].

**Figure 2:** Band and loop space maintainer (Textbook of Pediatric Dentistry)

The loss of arch length may result in many issues, such as overbite, ectopic eruption,
crowding, and crossbite formation, as well as overjet and dental centerline discrepancies (Fig. 3) [5].

**Figure 3:** Unilateral early loss of the right primary canine, showing the resultant inclinations of the incisors and loss of space and centerline discrepancy (*International Journal of Oral Science*)

The use of interceptive orthodontics is based on dentists’ knowledge and practice of space maintainers [6, 7]. Parents often have very low awareness of space maintainers; therefore, dentists must educate them. For this, there should be sufficient practice guidelines regarding the usage of space maintainers among dentists to offer better therapy. In order to compare our study with other published research on this topic of space maintainers, it was very challenging to find studies with similar objectives to our study [8, 9]. So we conducted a field study to determine the level of practice and attitude among dentists in Bani Waleed – Libya, about the possibility of using space maintainers and their prevalence as an essential intervention to prevent malocclusion or other consequences of premature loss or extraction of primary teeth in a growing child.

Aimed at assessing the dentists’ postgraduate and graduate knowledge about space maintainers in Chennai’s northwestern area. According to the survey, almost all dentists (97.5%) are conscious of the importance of space maintainers. A large number of dentists were knowledgeable about the situational selection criteria, follow-up duration, and elimination criteria. It concluded Upon reflection, it was determined that dentists had a good knowledge of space maintainers. The increasing popularity might be due to parents’ improved awareness of the importance of primary teeth for sound permanent teeth. [10].

### 1. Materials and Methods

#### 2.1. Study design:

A cross-sectional study was carried out from January 31, 2023, to June 3, 2023, among dentists.

#### 2.2. Sample size:

The sample size was calculated using the (Krejcie and Morgan) Table [11], based on the total number of dentists in Bani-Waleed City that was taken from the Department of Health Services – Bani Waleed. It consisted of (55) dentists.
2.3. Development of the Questionnaire:
A questionnaire with 13 closed-ended questions was prepared. It was written in the English language, and 2 orthodontists reviewed it to identify the items that were crucial to retention based on the validity and assessment of the content.

2.4. Details of the Questionnaire:
The questionnaire had 2 sections. The first section included questions about the gender and number of years of dental experience. The second section involves questions about the use of space maintainers, reasons for none use, placement, types and follow-up treatment for the space maintainers.

<table>
<thead>
<tr>
<th>Percentage</th>
<th>Parameter</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>Experience</td>
<td></td>
</tr>
<tr>
<td></td>
<td>&lt; = 9 years</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>10 – 19 years</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>20 – 29 years</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>More than 30 years</td>
<td>8</td>
</tr>
</tbody>
</table>

2.5. Statistical analysis:
Statistical Package for the Social Sciences (SPSS), version 26.0, IBM, New York, USA, was used for the analysis of descriptive statistics. Pie charts, bar charts, and percentage tables were used to present the results.

2. Results and Discussion:
In the current study, 55 dentists have been included in the sample that consisted of 31 male and 24 female dentists, with a gender split of 56.4% and 43.6%, respectively. When it comes to experience, The majority of dentists (45.5%) have been in dental practice for < = 9 years, while (20%) have been in dental practice for 10 -19 years, There were almost equal percentages of those who had 20-29 or more than 30 years’ experience, (Table 1). It should be mentioned that male dentists outnumbered females in this study. Despite the reality that more than 40% of the sample had experience in dentistry for more than ten years they all still required to be reminded on the options for therapy for primary teeth.

Table 1: Dentists’ sociodemographic features.

(69.1%) of the dentists did not utilize space maintainers during their years of practice. On
the other hand, space maintainers were used by (30.9%) of dentists (Fig. 4).

The study showed that (51.4%) of dentists educate children and parents about the necessity of space maintainers, whereas (48.6%) of dentists don’t educate them.

When these dentists were also questioned about the causes behind not utilizing space maintainers. The Significant percentage (36.4%) of dentists claim financial reasons, this may require to be addressed more by promoting dentists' usage of space maintainers and lowering space maintainer costs. followed by parental refusal (25.4%); therefore, greater emphasis should be placed on educating parents about the benefits of utilizing space maintainers for their children to prevent malocclusion. (21.9%) claimed that patients are not compliant with follow-up. (16.3%) of them pointed time-consumming, space maintainers may be an argumentative choice therapy for some dentists who do not use space maintainers and may believe that attempting to utilize this treatment for children is a waste of time and, in certain instances, harmful to the remaining dentition (Fig. 5).

**Figure. 5:** The reasons of not using space maintainers by dentists.

Band and loop, or crown and loop space maintainer, was the most frequently utilized type (71%). This confirms previously published results that the band and loop space maintainer is frequently utilized and meets virtually all requirements [12]. The lingual arch came in second (16%) of the dentists. Only (9%) of dentists have utilized partial dentures.
It is enjoyable to observe that only (4%) of dentists used the Distal Shoe, owing to the difficulties of using this kind of space maintainer and the potential danger of infection if we used it (Fig. 6). A number of new types of space maintainers have recently been introduced, including Glass fiber reinforced composite space maintainers [13, 14], fixed space maintainers combined with open-face stainless steel crowns [15], simple fixed space maintainers bonded with flow composite resin [16], and free end space maintainers [17]. These kinds of space maintainers may not be utilized in the city, although according to authors, they have shown a good chance of being used in the years to come.

Figure. 6: Distribution of the types of space maintainer used by dentists.

The study indicates that the majority of dentists (54%) prefer placing space maintainers one week after extraction, which can prevent the development of malocclusion or minimize its severity. According to the authors [18], that pointed out how important it is to preserve space in time to prevent possible proximal drifting of adjacent teeth. In addition, opposing teeth tend to supra erupt rapidly in positions without opposing occlusion. Minority (17%) prefer immediate placement.

Most dentists (47.1%) agree that space maintainers should be followed up every 3 months. Other dentists were split between those who believe that space maintainers should be followed up every 6 months (23.5%), as needed by patients (15.6%), and after the eruption of permanent teeth (7.90%) (Fig. 7).

Figure. 8: Dentists opinions regarding how frequently space maintainers should be followed-up.

3. Conclusion

Following are the conclusions drawn from the current study’s findings:

1. More than half of dentists do not utilize space maintainers as a prevention measure for premature loss of primary teeth.

2. The majority of dentists (51%) educate children and parents about the necessity of space maintainers.
3. The most popular type of space maintainer used by dentists was a band or a crown and loop.

4. A significant percentage of dentists prefer to place space maintainers 1 week after extraction.

5. More than one-third of the dentists approved that space maintainers should be followed up every 3 months.

6. The main reasons for not using space maintainers were financial reasons and parents’ refusal.
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